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Abstract

We report the cross section of the neutral pion (π0) production from the
proton-proton collisions at

√
s of 200GeV at the PHENIX experiment. This

is the neutral pion measurement at the highest energy in the world as the
proton-proton collisions. During 2001–2002, the Relativistic Heavy Ion Col-
lider (RHIC) was successfully operated as the first polarized proton collider.
The analyzed sample consists of 16M events of minimum bias trigger and
18M events of high-pT trigger, which are equivalent to the beam luminosity
of 39nb−1. The measured pT range is from 1.22GeV/c to 13.25GeV/c and
the pseudo-rapidity range is from -0.35 to +0.35.

Two photons decaying from π0 are detected by the PHENIX electro-
magnetic calorimeter. The uncertainty of the absolute energy scale is the
main source of the systematic error on the π0 measurements. The total sys-
tematic error is between 10% to 15% depending on the measured pT . The
normalization error, which is the systematic error on the luminosity, is 9.6%.
The present result is consistent with a next-to-leading-order perturbative
Quantum ChromoDynamics (pQCD) calculation within the uncertainty of
the measurement and the calculation. This work provides an essential refer-
ence data for detecting the jet quenching effect, which is predicted to be a
probe of the QGP, at the RHIC experiment.
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Chapter 1

Introduction

The Relativistic Heavy Ion Collider (RHIC) is constructed at Brookhaven
National Laboratory (BNL) to provide collisions of polarized proton at the
center of mass energy (

√
s) up to 500GeV and nucleus at the center of mass

energy per nucleon (
√

sNN) up to 200GeV. For the first time during 2001–
2002, the RHIC was successfully operated as the first polarized proton collider
in the world.

The Pioneering High Energy Nuclear Interaction eXperiment (PHENIX)
detector triggered 4 × 109 events at

√
s of 200 GeV. This study uses the

PHENIX electro-magnetic calorimeters (EMCal), which are sitting in two
central arms. Each arm has an azimuthal coverage of 90◦ and pseudo-rapidity
coverage of ±0.35. The data were collected using the minimum bias trigger
and newly installed high-pT trigger. The high-pT trigger is essential in en-
hancing the sample of neutral pions at high pT . We report the measurement
of spin-averaged neutral pion cross section in proton-proton collisions.

In this chapter, we introduce two motivations for this work together with
a brief review on the neutral pion production at high energy collisions. One
motivation is to provide a testing ground of perturbative Quantum Chro-
moDynamics (pQCD) [1] and the other is to provide a reference data for
Quark Gluon Plasma (QGP) search. We describe the two in Section 1.1 and
Section 1.2, respectively.

4
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1.1 Perturbative Quantum ChromoDynamics

1.1.1 Quark and Confinement

The very start-line of the quark model was marked by the introduction
of new quantum number by Gell-Mann and Nishijima in 1953, named as
strangeness. In 1956, S. Sakata group introduced a similar model with a
different quantum coordination. At this time, anyone didn’t think the new
quantum number is related to the structure of nucleon. Many new parti-
cles with the strangeness number were discovered on the accelerators; the
Bevatron at Berkeley from 1954 and the Cosmotron from 1952 and the Al-
ternating Gradient Synchrotron (AGS) from 1960 at Brookhaven National
Laboratory (BNL). The SU(3) hadron model was introduced by Gell-Mann
and Ne’eman in 1961 in order to categorize the new strangeness particles and
the model was a first trigger to understand the structure of the nucleon. The
quark were introduced by Gell-Mann in 1964 and the gluon with the idea
of color were introduced by Nanbu and Han and also by Greenberg in 1965.
They were baseline of the Quantum ChromoDynamics (QCD) theory intro-
duced in 1973 [2]. Due to the color force, the quark and gluon are confined
inside the hadron. The first experimental evidence [3, 4, 5] of the constituent
parton in proton was reported in deep inelastic scattering at Stanford Lin-
ear Accelerator Center (SLAC). About 25 years later of the first discovery,
the top quark was reported [6] in p + p̄ collisions at the Tevatron in Fermi
National Accelerator Laboratory (Fermilab).

Interaction Between Two Quarks. (Running Coupling Constant)
The interaction between two quarks are mediated by the gluon and its color
charge. Like the vacuum polarization in Quantum ElectroDynamics (QED),
the quark and gluon have self energy as shown in Figure 1.1(A)–(C).

(A) (B) (C)

Figure 1.1: Diagrams of (A)quark self energy and (B)(C)gluon self energy
through vacuum polarization.
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Because the gluon interacts with itself as shown in Figure 1.1(C), the
interaction between quarks is very different from that between electrons.
The effective coupling constant in short distance is smaller than that in long
distance unlike QED. The effective interaction between quarks shown in the
left side of Figure 1.2 can be represented by varied form of gluons and quarks.

?

Figure 1.2: Interaction between two quarks can be described with the bare
coupling constant with the higher order diagrams.

When the bare coupling constant (the first term of the right side in Fig-
ure 1.2) is defined as g0, the effective coupling constant g (αs = g2/4π) can
be described by as follows:

g = g0 + g3
0 · b3 + g5

0 · b5 + · · · ,

where the b3 and b5 are coefficients. Because the sum has a singularity after
accumulating all the higher orders, the equation needs to be renormalized
by an arbitrary scale, the renormalization scale (µR). The effective coupling
constant can be expressed as following:

g = g0 · Z (µR) .

The renormalization scale represents a subtraction of ultraviolet divergences.
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1.1.2 pQCD in Hadron Collisions

The particle production in high energy hadron collisions can be factorized
into three parts. The Figure 1.3 represents a schematic view of the factor-
ization in 1 + 2 → 3 + X reaction.

f(
xi
,µ

F
)

σ(pi,pj,pk,αs,Q2/µR)

D
(z
k,
µ

F
)

f(
xj
,µ

F
)

hadron 1

hadron 2

hadron 3

pj

pi p
k

Figure 1.3: Diagram for the hadron production in the hadron reaction of
1 + 2 → 3.

It is not necessary to restrict that a parton has zero transverse momentum
relative to the initial and final hadron because of the gluon radiation shown
in Figure 1.1(A). A soft parton with small transverse momentum results in so
called collinear divergence in the small limit of the total momentum. A fac-
torization scale(µF ) is employed to regulate the divergence. It can be thought
of as an arbitrary scale which separates the long (soft) and short (hard) dis-
tance physics. A parton with smaller transverse momentum than the scale
is considered as a part of initial or final hadron structure. The cross section
of the hadron production is expressed as following:

σ3
1,2 =

∑
i ,j ,k

∫
dx idx jdz k · f i

1 (xi, µF ) · f j
2 (xj, µF ) (1.1)

×σk
i,j(pi, pj, pk, αs(µR), Q2/µR, Q2/µF ) × D3

k(zk, µF ) ,
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where µF is the factorization scale, f i
1 (xi, µF ) is parton distribution func-

tion (PDF) of i parton in 1st hadron, f j
2 (xj , µF ) is PDF of j parton in

2nd hadron, D3
k (zk, µF ) is fragmentation function (FF) from k parton to 3rd

hadron, x and z are the momentum fraction of the initial and final parton in
the initial and final hadron, respectively, pi, pj , and pk are the momentum
of i, j, and k parton, Q2 is the momentum transfer, and σk

i,j(· · ·) represents
the cross section from two partons (i and j) into a parton (k).

As mentioned in the previous section, the coupling constant, αs, depends
on the renormalization scale (µR). The both renormalization and factoriza-
tion scale are arbitrary and are frequently assumed to be equal. Then the
cross section of the hadron production can be simplified as

σ3
1,2 =

∑
i ,j ,k

∫
dx idx jdz k · f i

1 (xi, µ) · f j
2 (xj , µ)

×σk
i,j(pi, pj, pk, αs(µ), Q2/µ) × D3

k (zk, µ) ,

where µ is defined as µ ≡ µR = µF .
Because the cross section must not depend on such the arbitrary scales,

µ
dσ3

1,2

dµ
≡ 0 is required. Although the optimization of the scale is discussed

in several theoretical publications [7], one of the largest uncertainties on the
calculation is from choice of the scale.

Parton Distribution Function (PDF) The proton structure function
(F2(x, Q2)) is initially measured by lepton deep inelastic scattering (DIS) dur-
ing the last decade in many experiments; electron scattering at Stanford Lin-
ear Accelerator Center (SLAC) [8] and by H1 [9] and ZEUS [10] at Deutsches
Elektronen-Synchrotron (DESY) and muon scattering by BCDMS [11], E665 [12],
EMC [13], and NMC [14]. In addition to the lepton, neutrino-nucleus scat-
tering is another probe for F2(x, Q2) measured by CCFR [15]. An example
of the measured F2(x, Q2) over the wide (x, Q2) range are shown in Fig-
ure 1.4 [16]. The F2(x, Q2) shows Q2-scaling behavior in the middle of x
region, however in the lower x, the scaling is violated due to the evolution.

The ratio of two parton distribution functions are constrained by other
measurements. The ratio of d/u is extracted from the ratio of lepton pair
Drell-Yan production in p+p and p+d collisions measured by NA51 [17] and
E866 [18], and the ratio of d/u is extracted from the asymmetry between
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Figure 1.4: Proton structure function F2(x, Q2) measured by H1 [9] and
ZEUS [10], BCDMS [11], E665 [12], NMC [14], and SLAC[8].

W → l±ν measured by CDF [19]. The inclusive jet production[20, 21] and
direct photon production[22] can provide another constraint on the PDF.

Several theoretical groups [23, 24, 25, 26] have tried to extract the parton
distribution function. An example of the global analysis based on the NLO
pQCD calculation is shown in Figure 1.5 by the CTEQ [24] group. The
further global analysis including systematic error estimate [27, 28, 29] or next-
to-next-to-leading-order (NNLO) correction [26, 30] have been performed
recently.

Fragmentation Function (FF) The fragmentation function, Dh
p (x, Q2)

is measured by e+ e collisions in wide range of
√

s from 3GeV to 183GeV at
KEK [31], DESY [32, 33, 34], SLAC [35, 36], and CERN [37, 38, 39]. The
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Figure 1.5: Parton distribution function by the CTEQ [24] group as a func-
tion of x at Q=5GeV.

undergoing process is e+ + e− → γ or Z → h + X.
Several pQCD theoretical works have been performed with leading or-

der (LO) [40] and next-to-leading-order (NLO) for hadrons [41, 42, 43, 44]
and photons [45] production. The fragmentation from gluon are achieved
in 3-jet process, e+ + e− → q + q̄ + g. Because of lack of the statistics in
high z region, one of large uncertainties remained in the determination of the
fragmentation from gluon.

1.1.3 Experimental Overview

In this section, we give a short summary of history of the π0 measurement
at pseudo-rapidity (η) of around 0 in the p + p and p + p̄ collisions during
past 30 years together with a short summary of next-to-leading-order (NLO)
pQCD calculation for the π0 measurement.

In 1971, the intersecting storage rings (ISR) was built at CERN. Two
rings were designed to be a collider of proton beam at the momentum from 8
to 31GeV/c. The measurement of π0 were performed by SS [46], CCR [47],
CCRS [48], Eggert. et. al.[49]. From the middle of 1970’s, the ISR acceler-
ator archived higher intensity in the p+p collisions. The R702 (CSS) [50],
R108 (CCOR) [51], R110 (BCMOR) [52] R806 (ABCS) [53, 54], R807 (AFS) [55]
measured the π0 in the p+p and p+p̄ collisions and also in α + α colli-
sions [56, 57]. The super proton synchrotron (SPS) with 2.2km diameter was
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constructed in 1977 at CERN to accelerate the proton beam at the maximum
momentum of 450GeV/c. In 1981, the SPS was upgraded to Spp̄S to accel-
erate the p and p̄ beam as a collider. Between 1980s and 1990s, NA24 [58],
WA70 [59], UA6 [60] measured the π0 production in the fixed target and
UA2 [61] measured in the p+ p̄ colliding mode. At Fermi National Accelera-
tor Laboratory (FNAL), a proton synchrotron was constructed in 1972 to ac-
celerate proton at the maximum momentum of 400GeV/c and was upgraded
to Tevatron in 1987, where E268 [62], E704 [63], and E706 [64] measured the
π0 with the fixed target experiments.

An next-to-leading-order (NLO) pQCD calculation was introduced by
F. Aversa et al. [65] initially and for the π0 production by P. Aurenche et
al. [66]. The NLO pQCD calculation for π0 production have succeeded to
describe the experimental data in wide range of

√
s in hadron collisions. The

uncertainty of the calculation is ± 50% level which are derived from the
uncertainty on the factorization and renormalization scales.

This work, measurement of the π0 production at
√

s of 200GeV in pro-
ton+proton collisions, is very unique measurement, because it’s the π0 mea-
surement at the highest

√
s in the world as the proton-proton collisions. This

work provides an ideal testing ground for the pQCD.

Origin of Nucleon Spin In a naive model, the nucleon spin of 1/2 can
be factorized as following:

1

2
=

1

2
∆Σ + ∆G + ∆LQ + ∆LG ,

where ∆Σ and ∆G are the quark and gluon spin in the nucleon and ∆LQ

and ∆LG are the quark and gluon orbital angular momentum in the nucleon.
The experimental study of the spin dependent structure function started

at SLAC by E80 [67] and E130 [68] and was extended by EMC [69] with
higher precision. New results in polarized deep inelastic scattering mea-
sured by E142 [70], E143 [71], and SMC [72] were essentially consistent with
the EMC collaboration. A recent global analysis gives ∆Σ ≈ 0.3 which is
apparently below the nucleon spin of 1/2. The measurement of the gluon
polarization is the most important and immediate goal to understand the
origin of the nucleon spin.

Because hadrons contain a lot of gluon, the polarized hadron collisions are
a natural place to look for the effects of ∆G. We, the PHENIX collaboration,
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plan to measure the ∆G in the polarized proton-proton collisions through
asymmetry of various particles [73] including the π0 [74]. To evaluate the
gluon polarization from the asymmetry of the π0 production, the theoretical
interpretation with pQCD is critical. This work, the inclusive measurement
of the π0, is a base for the future measurement of the asymmetry. The
comparison of this work with the pQCD calculation is essential.
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1.2 Quark Gluon Plasma (QGP)

As discussed in the previous section, the high energy hadron collision is one of
ways to observe the behavior of quark and gluon although they are confined
inside the hadron. Another way is to put hadrons into higher density and/or
higher temperature condition. In such condition, the hadrons are expected
to become a new state of matter called as quark gluon plasma (QGP). Fig-
ure 1.6 shows a phase diagram as functions of temperature and density. In
higher temperature and density condition, the quark and gluon become free
like plasma. A recent lattice calculation [76] results in that the transition
temperature at zero baryon density is 170MeV.

Quark-Gluon

     Plasma

~170MeV~170MeV

5-205-201 DensityDensity

T
e
m
p
e
ra
tu
re

T
e
m
p
e
ra
tu
re

Hadronic

  Matter

ρ/ρρ/ρ0

NormalNormal

NucleusNucleus

100 GeV/A100 GeV/A

  Collider  Collider

Figure 1.6: Phase diagram as function of density and temperature. The RHIC
is designed to search the QGP at low density and at high temperature.

The QGP is also very attractive because it’s known to be a state of
matter in the early universe. Just before the hadron were formed, in 10−8

seconds after the big bang, the universe consisted of the melted soup of quarks
and gluons. The experimental effort to find the QGP have been performed
during the last decade in heavy ion collisions at the Bevatron, the Alternating
Gradient Synchrotron (AGS), and the Super Proton Synchrotron (SPS) over
wide range of

√
s from a few GeV to 18GeV.
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1.2.1 Jet Quenching as a Probe of QGP

The Landau Pomeranchuk Migdal (LPM) [77] effect is an interesting phe-
nomenon which is introduced in QED. If an electron goes through a thin
metal, the LPM effect predicts the photon radiation by bremsstrahlung de-
crease because the radiation length is smaller than the width of the thin
metal. The prediction is confirmed experimentally [78, 79].

pT (GeV/c)

Au+Au(b=0)   s1/2=200 GeV

dN
/d

yd
p T

(y
=

0)
 (

G
eV
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(A) (B)

Figure 1.7: (A)pQCD calculation [80] of π0 and direct-photon production
in Au+Au central collisions at

√
s=200GeV with and without jet quenching

effect. The calculation predicts a large decrease of the π0 yield in case of that
the jet quenching effect exists. (B)Comparison with two experimental results
by WA80 [81] and WA98 [82] and pQCD calculation [83] with (solid line) and
without (dot-dashed line) the jet quenching effect. Also, the calculation with-
out the jet quenching effect and without initial kT smearing are shown (dashed
line) together. The data can be described well by pQCD calculation with the
initial kT smearing and without jet quenching effect.

The secondary interaction between the produced parton with large trans-
verse momentum and the remnant material is useful probe [84] to study
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the status of the remnant material. In QCD, a similar effect [85] as LPM
effect, which is named as jet quenching effect, is predicted through color
bremsstrahlung. The QCD calculations [80, 86, 87] predict that a parton
loses its energy when it goes through the QGP matter. Figure 1.7 (A) shows
one of the predictions in Au+Au collisions at

√
s = 200GeV with and with-

out the effect in π0 and direct photon production. The yield of π0 is predicted
to decrease by a factor of 5 at pT of 10GeV/c.

The inclusive π0 production in the heavy-ion collisions were measured
in the past experiments at pT up to 4GeV. Figure 1.7 (B) shows compari-
son between a pQCD calculation [80] and experimental results; π0 produc-
tion in S+S 10% central collisions at Elab = 200AGeV(

√
sNN=14.1GeV) by

WA80 [81] and in Pb+Pb 10% central collisions at Elab = 158AGeV(
√

sNN=12.6GeV)
by WA98 [82]. Both results are described well by the pQCD calculation with-
out jet quenching effect and with the initial kT smearing. This fact indicates
that the jet quenching effect has not been observed at these energies.

If the jet quenching effect occurs in the collisions, the inclusive π0 yield
will decrease by a factor of 5 as shown in Figure 1.7 (A). At PHENIX ex-
periment, we have studied and reported the high pT π0 and charged hadron
production from Au+Au collisions at

√
s of 130GeV [88]. The Au+Au col-

lisions can be described as an incoherent superposition of the p+p collisions
as predicted in the Glauber model [89]. The yield in Au+Au central and
peripheral collisions were multiplied by factors (< Nbinary >) predicted by
the Glauber model and compared. The measurement of the ratio between
central and peripheral collisions with the same detector reduced some sys-
tematic errors. Although the systematic uncertainty of the ratios was large
of about 40%, we have observed the ratio is 30-50% for π0 production and
50-90% for charged hadron production as shown in Figure 1.8.

We, the PHENIX collaboration, have measured the high pT π0 and charged
hadron at

√
s of 200GeV [90]. The large uncertainty of 30% in the analysis

for 130GeV was due to the large uncertainty in the peripheral collisions. To
reduce the uncertainty, we will compare the π0 yield with p+p collisions.
The motivation of this work is to provide a reference data of p+p collisions
at

√
s of 200GeV. This work is essential to conclude the quenching effect in

Au+Au collisions for the QGP search.
In Chapter 2, we will introduce the setup of the PHENIX experiment.

Since the PHENIX electro-magnetic calorimeters (EMCal) and the high-pT

trigger are essential for the π0 measurement, we will focus on the detailed
performance of the EMCal and the structure of the high-pT trigger. In Chap-
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ter 3, we will describe the detailed procedure of the π0 analysis. The results
together with the systematic uncertainty are shown and discussed with in
Chapter 4. In Chapter 5, we will conclude this work.
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Chapter 2

Experimental Setup

2.1 Overview of the Apparatus

The Relativistic Heavy Ion Collider (RHIC) [91] was proposed in 1990 ini-
tially and build in the Brookhaven National Laboratory (BNL) in the United
State. The Pioneering High Energy Nuclear Interaction eXperiment (PHENIX)
for heavy-ion physics at RHIC has started in the early summer of 2000, that
for spin physics has started in 2001. The RHIC is designed to accelerate
polarized proton at the maximum energy of 250GeV and heavy ion at that
per nucleon of 100GeV The polarized proton and heavy ion produced at the
source are transported through a proton linac and Tandem-Van-de-Graaff,
respectively, and accelerated in 3 synchrotron: the booster accelerator, the
Alternating Gradient Synchrotron (AGS) at 25GeV/c for proton and 9GeV/c
for Au ion, and RHIC ring at the maximum energy. The RHIC ring has the
total length of 3.8km with the maximum bunch of 120 and the designed lu-
minosity is 2× 1026cm−2s−2 for Au ion and 2× 1032cm−2s−2 for proton. The
Figure 2.1 shows an overview of the 2 ion sources and 3 accelerator.

The PHENIX [92] is one of the large experiment build in one of 6 inter-
section point of two RHIC rings and consists of 2 central arms which has
pseudo-rapidity coverage of ±0.35 and 180◦ azimuthal angle in total, 2 muon
arms which has pseudo-rapidity coverage of ±1.2 − 2.4, and beam detectors
which are specialized to make triggers and to measure the luminosity and
the centrality in heavy ion collisions. The Figure 2.2 shows the bird-view
of one of two central arms and one of muon arms. The Electro Magnetic
Calorimeter (EMCal) is essential to measure the photons decaying from π0.

17
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Figure 2.1: Overview of RHIC. Two ion source and LINAC and TANDEM
for proton and nuclei, respectively, and three synchrotron accelerator are
shown. Two RHIC rings intersects each other at 6 points. The PHENIX
is constructed in one of the 6 intersection points.

In this section, we quickly overview all the detectors on the central arms.
Then, we explain the detail structure and performance of the EMCal.

2.2 Beam Detectors

In this section, the beam detectors [93] [94] used to trigger the events and to
measure the luminosity and centrality for the Au+Au collisions are described.
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Figure 2.2: Overview of PHENIX detectors with one of two central arms and
one of two muon arms. See text for details of each detectors.

2.2.1 Beam Beam Counters (BBC)

The beam beam counters (BBC) are placed at 1.4m along to the beam pipe
from the nominal collision point and covers the pseudo-rapidity from 3.0 to
3.9. Each of them consists of 64 quartz Čerenkov counters, which each of
the quartz has 3cm thickness. The BBC is designed to measure the number
of charged particle produced by the collisions and to measure the collision
vertex and collision time. The collision vertex and time are determined by the
difference and average of the arrival time to north and south counters. Due
to the limited coverage, only the 50% and 93% of the inelastic collisions can
be triggered for p+p and Au+Au collisions at

√
s of 200GeV, respectively.
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2.2.2 Zero Degree Counters

The zero degree counters (ZDC) are hadron calorimeter designed to measure
the number of neutron from the collision, which are placed at 18m north
and south from the nominal collision point. Because both north and south
ZDC sit at just the upstream of the last bending magnet on the RHIC ring,
most of the charged particles are swept out from the acceptance. Each of
them is made of alternating tiles of plates of tungsten and layers of optical
fibers. The direction of the plates and layers are tilted by 45◦ relative to
the incident neutron direction to collect the Čerenkov light. Since only small
fraction (about 1%) of inelastic p+p collisions are able to be detected, the
ZDC is used only to measure the luminosity in heavy ion collisions and to
reduce the systematic error of the luminosity measurement in p+p collisions.

2.2.3 Normalization Trigger Counters (NTC)

The normalization trigger counters (NTC) is made of scintillation counters
designed to trigger the p+p collisions and to measure the luminosity of p+p
collisions. The NTC consists of scintillation plates and is placed at 40cm
apart of the north and south side from the collisions point. In this analy-
sis, the NTC is used only to reduce the systematic error on the luminosity
measurement.

2.3 Charged Particle Detection System in the

Central Arms.

In this section, the detectors for charged particles [95, 96, 97] in the central
arms is described quickly. The schematic view of all the detectors are shown
in Figure 2.3. They are used only for the calibration of the Electro Magnetic
Calorimeter (EMCal) in this work.

2.3.1 Magnet

The central magnet consists of inner coil and outer coil. They provide cylin-
drical magnetic field optimized to the different physics programs for central
arms because of the two independent coils. During the run for this work, only
the outer coils is activated and the integrated magnetic field is 0.7 T ·m. Due
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to the magnetic field, the charged particles with the momentum of less than
0.2GeV/c momentum are trapped in the field.

2.3.2 Photon Converter

The Photon Converter is placed at about 40cm distance from the vertex
position and is made of brass with 1.7% radiation length. The purpose is
to measure photon yield by tagging electron and positron pair through the
pair creation process, γ → e+ + e−. and is to study the non-photonic source
of lepton. By comparing yield of the lepton with and without the Photon
Converter, we can separate non-photonic and photonic source of electron and
positron. During run 2001–2002 for this work, the Photon Converter were
installed and pulled out in the middle of the run.

2.3.3 Drift Chamber (DC)

The Drift Chamber (DC) is placed between 2.02m and 2.46m in the radial
distance from the nominal interaction point and consists of 3 different di-
rection of the wire: same directions as the beam pipe and ±6◦ tiled angled
relative to the beam pipe direction. The detector consists of 2 modules for
each direction. A module consists of 4 or 12 anode wires depending on the
wire direction. In total, 40 drift cells are located in different radii. The
designed position resolution in a single wire is 0.15 mm and the two track
resolution is 1.5mm.

2.3.4 Pad Chamber (PC)

The Pad Chamber (PC) consists of 3 planes; PC1 at 2.5m, PC2 at 4.1m,
and PC3 at 5.0m apart from the beam pipe. The PC’s are designed as a
proportional chamber with readout of the cathode pads. Each pad has either
8.2x1.5mm2 or 8.2x2.7mm2 dimension. To prevent false hits caused by the
electronic noise, three pads are read individually and gathered to compose a
square cell, which covers a 8.4x8.4mm2 area. The designed position resolution
for the cell is ±4mm. The purpose of the detector is to measure the charged
multiplicity and to reduce the background in the sample of charged particles.
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2.3.5 Ring Image Čerenkov Counters (RICH)

The Ring Image Čerenkov Counters (RICH) is designed to identify the elec-
tron, positron, and high pT charged particle. Each of the detectors in the
east and west arms has a volume of roughly 40m3 and minimum thickness of
87cm of the pressured gas, which is CH2, N2, or CO2 gas depending on the
run periods. During run 2001–2002 for this work, CO2 gas was used. The
Čerenkov photons produced in the pressured gas are reflected on the mirror
and are detected by the photo multiplier tubes (PMT’s). The average size of
the Čerenkov ring is 8cm and the average number of the Čerenkov photons
produced by electron is 11 on the plane where the PMT’s are sitting. The
detector is also used to form a LVL1 trigger in order to enhance the electron,
positron, and high pT charged particle.

2.3.6 Time Expansion Chambers (TEC)

The Time Expansion Chambers (TEC) is sitting only in the east arm at the
distance between 4.2 and 4.9m apart from the beam pipe. It consists of 6
cells with 3cm drift length in different radii. The drift time, position, and
the pulse height are measured by the anode wires. This detector is designed
to improve the momentum resolution at the higher pT than 4GeV/c and to
identify electron and positron using the energy loss information (dE/dx).

2.3.7 Time Zero Counters (TZR)

The Time ZeRo counters (TZR) consists of 8 scintillator slats of 100x8x17.5cm3

and 3mm thick scintillator for conversion rejection. The purpose is to mea-
sure the collision time.

2.3.8 Time Of Flight (TOF)

The Time Of Flight (TOF) consists of 960 scintillator slats which has 1.5cm
width and 1.5cm depth. It covers 45◦ in the azimuthal angle. The designed
time resolution is 100 psec. The TOF has capability to identify the charged
π and K at pT up to 2.5GeV/c.
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2.4 Electro Magnetic Calorimeter (EMCal)

The Electro Magnetic Calorimeter (EMCal) [98] plays an important role in
detecting photons coming from π0 decay. In this section, the overview of
the EMCal system, the detailed specification, and the basic performance are
described.

2.4.1 Overview of EMCal
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Figure 2.3: Overview of EMCal system.

In PHENIX, the electro-magnetic calorimeter (EMCal) [98] is the pri-
mary tool for measuring photons, electrons, and positrons. In order to cover
topics in physics programs, for example a thermal photon measurement in
relativistic heavy ion collisions, and prompt photon, π0 and weak boson mea-
surements in polarized proton collisions, the EMCal needs to cover a wide
energy range extending from a few hundred MeV to 80GeV. A goal of the
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physics program is to measure differential cross sections of prompt photon
and π0’s to an accuracy of 10%. A 2% accuracy in the calorimeter energy
scale is required to achieve this for pT more than 10GeV/c of interest, because
the cross sections fall steeply.

The EMCal is originally designed for relativistic heavy-ion physics. There
are two kinds of calorimeter in the PHENIX detector. One is a shashlik [99,
100, 101] type lead–scintillator sampling calorimeter (PbSc) and another is
a lead glass calorimeter (PbGl). Table 2.1 shows their basic parameters. A
super-module is composed of 12×12 channels for the PbSc and 4×6 channels
for the PbGl. The one channel is named as tower. A sector is composed of
18 super-modules for the PbSc and 192 super-modules for the PbGl covers a
2m×4m plane area approximately. The 4 PbSc sectors and the 2 PbGl sectors
are installed in the end of PHENIX central arms as shown in the Figure 2.3.
From the bottom to the top sectors in the west and east arms, each sector
is named as from W0 to W3 and from E0 to E3 sectors respectively. The
total EMCal system in the PHENIX detector consists of the 108 PbSc super-
modules and the 384 PbGl super-modules, i.e. the 15552 PbSc towers and
the 9216 PbGl towers. The detailed structure of both PbSc and PbGl are
described next.

Lead Scintillator Calorimeter (PbSc) The PbSc is a shashlik type sam-
pling calorimeter made of alternating 65 lead tiles and 66 scintillator tiles
whose thickness are 4.0mm and 1.5mm, respectively. The basic block is a
module consisting of four towers, which are optically isolated, and are read
out individually. The tower has 5.52 × 5.52cm2 cross section and 37.5cm in
length. Figure 2.4 depicts the internal view of the module. The 64 holes
with 1.2mm diameter are placed on both lead and scintillator tiles. The
spacing between holes is 9.27mm. The 32 read-out fibers made with wave
length shifter (0.5% POPOP) pass through the entire tower from one edge
to the other and return to the first edge after following smooth curves. The
both edges of the 32 fibers are gathered into a PMT. The attenuation length
of the fiber is approximately 1m, which affects the linearity of the energy
measurement.

The 4 edges of the scintillator tiles are coated by aluminum to reflect the
scintillation light except one corner. The transparent corners of the 4 towers
are placed in the center of the module. For the purpose of the calibration,
a leaky fiber, which simulates the real photon shower shape, is inserted in
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PbSc PbGl
radiation length (X0) [mm] 21 29
Moliere radius [mm] ∼30 37

channel
cross section [mm2] 52.5×52.5 40×40
depth [mm] 375 400

[X0] 18 14
η coverage 0.011 0.008
φ coverage 0.011 0.008

super-module
number of channels 144 (12×12) 24 (4×6)

sector
number of super-modules 18 (3×6) 192 (12×16)

total system
number of sectors 6 2
number of channels 15552 9216
η coverage 0.7 0.7
φ coverage 90◦+45◦ 45◦

Table 2.1: Basic parameters of two kinds of PHENIX EMCal.



CHAPTER 2. EXPERIMENTAL SETUP 26

Figure 2.4: Overview of one module of the PbSc EMCal.

Figure 2.5: Overview of the PbSc laser calibration system [102].
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the center of the module and provides laser light into 4 towers through the
corners. Figure 2.5 shows the entire schematic of the laser calibration sys-
tem [102]. The laser light are split by 3 steps and delivered into 3888 modules
in total. The laser amplitude is monitored by a phototube and photo diodes
in all the light splitters. The purpose of this laser calibration system is to
normalize the initial energy calibration, which has been obtained by utilizing
cosmic ray for all towers during construction, by accounting of that the op-
eration condition has changed from the time of construction and to measure
the gain drift during the data taking. The gain of the amplifier for the photo
diodes is monitored by test pulses.

Lead Glass Calorimeter (PbGl) The PbGl is a Čerenkov type calorime-
ter. A lead glass has 4.0 × 4.0 cross section and 40cm length, we name this
element as tower. The entire array comprises 9216 tower previously used
in WA98[82] experiment at CERN. The PbGl has a nominal energy resolu-

Figure 2.6: Overview of one super-module of the PbGl.
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tion of 6%/
√

EGeV and intrinsic timing resolution of better than 300psec.
Figure 2.6 shows the internal view of one super-module, composed by 4x6
towers. The towers within the super-module are individually wrapped with
aluminized mylar foil and shrink tube and are isolated optically. Steel sheets
of 0.5mm thickness are used to house the entire towers and phototubes.

To monitor the gain drift, the PbGl LED calibration system are installed.
The three LEDs with different wave length are placed on the front of every
super-module. An aluminized foil on the front of the SM contains a hole
for each tower that allows entry for the LED light. A polystyrene reflective
dome encloses the LED system on the front surface of the SM.

2.4.2 Basic Performance of PbSc

The basic performance, energy resolution, linearity and hadron rejection has
been measured at BNL in the energy range up to 7GeV [103]. In order
to extend these measurements to the energy range up to 80GeV, a beam
test [104] has been performed at the CERN H6 beam line in 1998. In this
section, we summarize the basic performance of the PbSc measured at the
both tests.

Energy Resolution The energy resolution is obtained using electron and
positron beam with the well-calibrated momentum. Figure 2.7 shows the
energy resolution obtained by both beam tests at CERN and BNL. They
can be fit with linear or quadratic expressions. Only statistical errors are
taken into account in the fits. We estimate an additional 1% systematic
error based on the reproducibility of the measurements at each energy point.
The results of the fits are

σE/E = 1.2% +
6.2%√
E(GeV)

, and

= 2.1% ⊕ 8.1%√
E(GeV)

,

where ⊕ denotes a root of the quadratic sum, α⊕ β =
√

α2 + β2. The angle
dependence of the resolution is negligible. They are valid in the energy region
of 0.5GeV to 80GeV with 1% systematic uncertainty.
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Figure 2.7: Energy resolution obtained by both beam tests at BNL and
CERN. A dashed line shows the result of fitting by a linear formula, σE/E =
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Energy Linearity Figure 2.8 shows the measured energy with the PbSc
divided by the beam energy as a function of the beam energy. The data
point at the 10GeV from the CERN result seems to start deviate by 2%
from those at more than 20GeV. This is investigated carefully for several
possible source as follows The electronics that was used at the test beam has
linear response within 1%. The linearity of the PMT is confirmed to be linear
within 2% [105]. The shower leakage is evaluated to be 1% at 10GeV and
4% at 80GeV [106, 107] and is confirmed to be canceled by the effect of the
light attenuation in the readout fiber. In total, we do not expect an intrinsic
non-linearity to be as large as 2%. However, the point at the 10GeV/c is
consistent with linear behavior within our systematic error obtained from
run-by-run deviation. We conclude that the result is not inconsistent with
the expectation within the systematic uncertainties in the energy region from
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10GeV to 80GeV.
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Figure 2.8: Linearity for both beam tests at BNL (left) and CERN (right).
The Solid lines show total systematic uncertainties in the analysis.

Position Resolution Using electron and positron with the well-known
impact position on the surface of the EMCal in the test beam, the position
resolution is evaluated with the logarithmic method [108]. Figure 2.9 shows
the position resolution obtained from both beam tests at CERN and BNL.
The points can be fitted by a formula:

σx(mm) = 1.4(mm) +
5.9(mm)√
E(GeV)

.

Since most particles enter the calorimeter at an oblique angle, an additional
term of

20.0 · sin(θ) [in mm] ,



CHAPTER 2. EXPERIMENTAL SETUP 31

is estimated from the GEANT [109] simulation and the AGS test beam, and
is added in quadrature to the resolution, where θ is the incident angle of the
particle in the surface of the calorimeter.
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Figure 2.9: Position resolution obtained by both beam tests at BNL and
CERN. A dashed line shows the result of fitting, 1.4 mm + 5.9 mm /√

E(GeV).

Efficiency of Positron and Rejection of Charged π PHENIX plans
to measure the leptons decaying from the W boson for the spin physics.
Because the mass of the W boson is 80GeV, the momentum of the leptons
become roughly 40GeV/c. In such higher energy, the shower leakage be-
hind the calorimeter needs to be considered. Another consideration is about
the background predicted to be caused by mis-identified charged π mainly.
These two considerations are strongly related to the length of the calorime-
ter, specifically to the radiation length and the nuclear interaction length.
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The calorimeter with longer length would be favored in terms of reducing
the shower leakage, however, would be affected more by the hadronic shower
of charged π. The efficiency of the high energy positron and rejection of the
charged π are investigated.

Figure 2.10 shows the efficiency for the 40GeV positron beam when we
require the measured energy deposit is greater than Ecut, and the pion rejec-
tion power for the 40GeV π+ beam obtained with the same cut. At the Ecut

of 38GeV, the 90% of electron survive the criteria and the rejection power for
the charged π with the momentum of 40GeV/c is 300. A simulation using
this result and the expected momentum resolution results in that the EMCal
will work well to reduce the main background contribution without loosing
the signals from the W boson.
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Figure 2.10: Efficiency (open triangle) for the 40GeV positron beam when we
require a measured energy deposit of more than Ecut, and the pion rejection
power (closed circle) for the 40GeV π+ beam obtained with the same cut.
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2.4.3 Clustering Algorithm

In the heavy-ion collisions, many photons, hadrons, and leptons hits on the
EMCal. The maximum occupancy is about 15% for the PbSc in the central
Au+Au collisions at

√
s of 200GeV. In such extreme condition, the sum of

the energy of all towers is easily affected by other clusters unlike at the test
beam. For example, the observed ionization energy for the minimum ionizing
particles increases by about 6% in central Au+Au collisions. Instead of taking
all clusters for energy measurement, a new idea is proposed to sum only a
few towers, which are named as ”core” towers. This idea comes from the
fact that about 80% of energy deposits on only one tower when a photon
hit on the center of the tower. This technique of taking only the ”core”
towers enables EMCal to survive such an extreme condition in the heavy-ion
collisions.

In the proton collisions, such a special treatment of the energy mea-
surement is not necessary because the occupancy is low enough to separate
clusters. However, to achieve the 2nd motivation of providing a reference
point for QGP search, the same algorithm as in the heavy-ion collisions is
favorable. The cluster algorithm for the ”core” towers is described in this
section.

First, the towers with more than a threshold are selected. The threshold
is 10MeV for the PbSc and 15MeV for the PbGl. The towers which share at
least same edge on each other are gathered into an isolated cluster. Such an
isolated cluster might be composed of more than one shower. For this effect,
more sophisticated cluster is defined by assuming that they are all photons,
An isolated cluster is split into two ”peak-area” clusters in the way that the
number of ”peak-area” clusters is equal to the number of local maximum
in the isolated cluster. The energy of a tower within the 5x5 area from the
two peaks is shared into the two ”peak-area” clusters. in an iterative fashion
using parameterized shower profile.

Then, the Ecore energy is defined as

Ecore =
core∑

i

Emeas
i ,

where Emeas
i is the measured energy in i-th tower and

∑core
i is defined as

summing of the towers belonging to the ”core” towers. The ”core” towers
are defined in the following condition:
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Epred
i

Emeas
all

> 0.02 , and

Emeas
all =

all∑
i

Emeas
i ,

where Emeas
all is the sum of measured energy in all towers belonging to the

”peak-area” cluster, Epred
i is the predicted energy using the shower profile in

i-th tower.
The Ecore contains 91.8% energy of the total energy on average. The

energy fraction of the Ecore to the total energy depend on the incident angle,
position, and energy. The dependence is studied by the GEANT simulation
tuned by using the obtained performance [98] in test beam and corrected in
the data analysis. The additional contribution on the energy resolution due
to this clustering algorithm is estimated. It results in an additional constant
term of 3%, which is larger than the nominal energy resolution of 2.1% as
described in Section 2.4.2.

From the test beam data, it is known that, as the light generated by
a shower travels from its source to the PMT via fibers, it is attenuated.
Since the depth of the shower varies logarithmically with the energy, this
attenuation gives rise to a non-linear energy response for particles as shown
in Section 2.4.2. The non-linearity due to the attenuation in the fibers are
corrected in the following form, ex0 ln(E)/λ = Ex0/λ, where λ = 120cm. The
shower leakage are also estimated as 1% at 10GeV and 4% at 100GeV of
photon. The correction of both effects are applied in the data.

2.5 Data Acquisition (DAQ) Systems

2.5.1 Overview of DAQ Systems

PHENIX is designed to make measurements on a variety of colliding systems
from p+p to Au+Au. The occupancy in the detector varies from a few
tracks in p+p interactions to approximately 15% of all detector channels
in central Au+Au interactions. The interaction rate at design luminosity
varies from a few kHz for Au+Au central collisions to approximately 500
kHz for minimum bias p+p collisions. The PHENIX DAQ system [110,
111] is designed to seamlessly accommodate improvements in the luminosity.
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This is accomplished through the pipelined and dead-time-less features of
the detector front ends and the ability to accommodate higher-level triggers.

The wide range of event sizes and luminosities present special challenges
for triggering and data acquisition. In PHENIX it is necessary to measure
low-mass lepton pairs and low pT particles in a high-background environment.
In order to preserve the high interaction rate capability, a flexible triggering
system that permits tagging of events is constructed. The DAQ system has
two levels of triggering denoted as level 1 (LVL1) and level 2 (LVL2). The
LVL1 trigger is fully pipelined. The buffering in the pipeline is sufficient
to handle fluctuations in the event rate so that dead-time is reduced to less
than 5% for full RHIC luminosity. The LVL1 trigger and lower levels of the
readout are clock-driven by bunch-crossing signals from the 9.4 MHz RHIC
clock. The higher levels of readout and the LVL2 trigger are data-driven
where the results of triggering and data processing propagate to the next
higher level only after processing of a given event is completed.
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Figure 2.11: Schematic diagram of the PHENIX DAQ system

The general schematic for the PHENIX DAQ system is shown in Fig.2.11.
Signals from the various PHENIX subsystems are processed by Front-end
Electronics Module (FEM) that convert the analog signals into digital sig-
nals. This involves analog signal processing with amplification and shaping
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to extract the optimum time and amplitude information, development of
trigger input data, and buffering to allow time for the LVL1 trigger decision
and the digitization. This is carried out for all detector elements at every
beam crossing synchronously with the RHIC beam clock. The timing signal
is a harmonic of the RHIC beam clock and is distributed to the FEM’s by the
PHENIX Master Timing System (MTS). The LVL1 trigger provides a fast
filter for discarding empty beam crossings and uninteresting events before
the data is fully digitized. It generates a decision every 106 ns and has an
adjustable latency of 40 beam crossings.

Once an event is accepted, the data fragments from the FEM’s and prim-
itives from the LVL1 trigger move in parallel to the Data Collection Mod-
ules (DCM). The only connection between the interaction region where the
FEM’s are located and the counting house where the DCM’s are located is by
fiber-optic cable. The DCM’s perform zero suppression, error checking and
data reformatting. Many parallel data streams from the DCM’s are sent to
the Event Builder (EvB). The EvB performs the final stage of event assem-
bly and provides an environment for the LVL2 trigger. In order to study the
rare events, it is necessary to further reduce the number of accepted events
by at least a factor of six. This selection is carried out by the LVL2 triggers
while the events are being assembled in the Assembly and Trigger Processors
(ATP) in the EvB. The EvB then sends the accepted events to the PHENIX
On-line Control System (ONCS) for logging and monitoring made up by the
linux computing farms. The logged data, which is named as PHENIX Raw
Data File (PRDF), are send to the RHIC Computing Facility (RCF) for sink-
ing on the tape in High Performance Storage System (HPSS). The data in
the HPSS are analyzed and converted into an intermediated data format in
the linux computer at RCF and Computing Center in Japan (CCJ).

2.5.2 Front-end Electronics Module for EMCal

The purpose of the Front-end Electronics Module (FEM) is to digitize analog
signals from detectors and to buffer the data to allow for LVL1 trigger deci-
sions. This involves analog signal processing with amplification and shaping
to extract the optimum time and amplitude information, and development
of trigger. The data is buffered for up to 40 beam crossings to allow for the
time needed to make the LVL1 trigger decision. The FEM’s process the data
from the individual sub-detectors and send it to the DCM’s for assembly.

Figure 2.12 shows the schematic view of one channel on the electric circuit
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Figure 2.12: Schematic view of one channel on the FEM circuit for EMCal.

of the FEM for the EMCal. The current from a PMT are terminated by
93Ω register and stored into the 500pF capacitance. The stored charge in
the capacitance cause a decrease of the voltage from a reference voltage of
+4V. The difference of the two voltages after and before the decrease are the
target for the energy measurement. The decrease are amplified through the
two steps of the amplifier for two outputs, low-gain and high-gain output.
The both outputs are sampled and stored in analog form in 64-cell Analog
Memory Units (AMU) on every clock.

The fast-shaped pulse is discriminated for starting the Time-to-Amplitude
Converter (TAC). The output of the TAC stopped by clock is also sampled
and stored in the AMU. After receipt of an accept from the LVL1 trig-
ger, the sampled cells of before and after the voltage decrease are kept in
AMU until an un-busy of the DCM and are digitized through Analog Digital
Converter (ADC). The output from the low and high gain with the 12bits
dynamic range cover the energy range up to roughly 1GeV and 16GeV, re-
spectively. The dynamic range for the TAC is reduced to 10bit, where the
1 bit is roughly 35psec on average. In order to generate equalized signal for
trigger, the gain of the first amplifier is adjustable, however, this adjustable
feature was not used during RHIC 2001–2002 run.

The above feature are implemented in an application specific IC (ASIC).
An ASIC board consists of the 6 ASIC’s and 4 AMU IC’s for every 24 channel.
The 6 ASIC boards, i.e. 144 channels are implemented in a specific designed
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box with other controller board and trigger board. All boards include em-
bedded firmware contained in Field Programmable Gate Arrays (FPGA’s).
The FPGA’s functions of the controller board include accepting and deliv-
ering the RHIC timing from the Master Timing System (MTS) to the 6
ASIC boards and accepting the un-busy signal from DCM until transmittal
of raw data packets. The programming of the FPGA is provided from a host
computer through Attached Resource Computer Network (ARCNET).

2.5.3 Level 1 Trigger

During run 2001–2002, PHENIX has had two kinds of the level 1 trigger for
the purpose of the π0 measurement and for this analysis. One is minimum
bias trigger which require at least one hit on one of the north and south
BBCs. The other is the EMCal RICH level 1 Trigger (ERT) designed to
enhance the electron, positron, pair of electron and positron, high-pT charged
particles, and π0. The ERT is very critical for the measurement of the high-
pT π0. For enhancement of the high-pT π0 samples, only the information of
EMCal is used and the upper limit of the pT range in this work is extended
from approximately 6 GeV for the minimum bias triggers to 15 GeV. In this
section, the EMCal’s part of the ERT trigger are introduced.

A photon deposits only the 23% and 81% of the energy in one tower when
the photon hits on the corner and center of the PbSc’s tower, respectively.
For enhancing the high energy photon effectively, the summing procedure
of more than one tower to obtain the more accurate energy is critical. The
EMCal’s level 1 trigger have two different methods as shown in Figure 2.13:
2x2 non-overlapping tower sum and 4x4 overlapping tower sum. The output
of 2x2 towers are summed in the ASIC board and discriminated for the first
method. The summed signal are transferred into the adjacent 2x2 towers
and composes the 4x4 sums for the second method. The first one is mainly
for the purpose of enhancing the cosmic ray event and low energy photon.
In order to cover the wide range of pT , three separate discriminators for 4x4
overlapping sums are implemented.

Figure 2.14 shows the schematic view of the electric circuit. After dis-
criminating one level of the 2x2 sum and three different levels of 4x4 sum, the
36 digital signals for each level in a super-module are transmitted through
the specific designed bus into a trigger board. When the number of valid
signals out of 36 is higher than a specific number, the trigger board send
a signal for a LVL1 decision for accepting the event. The specific numbers
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Figure 2.13: Basic idea of ERT 2x2 non-overlapping and 4x4 overlapping
trigger. The 4 analog signals from 2x2 towers are summed and used for
2x2 non-overlapping trigger. The 4 analog signals of the 4 2x2 towers are
summed and used for 4x4 overlapping trigger. The two adjacent 4x4 sums
overlap each other, unlike ERT 2x2 non-overlapping trigger.

for the π0 trigger are set as one except enhancing the cosmic ray event to
perform the energy calibration. In case of that some of 36 signals become
noisy during run, the transmittal of each 36 signal to the trigger board can
be stopped. The signal for a LVL1 decision from a noisy super-module can
be inactivated. During the run, the rate per event and the rejection power
of each trigger from all super-modules are monitored in the ONCS computer
and the noisy components of the trigger are inactivated. All the parameters
and the inactivation of the outputs are programmable from a main computer
as mentioned in the previous section.
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Figure 2.14: Schematic view of the EMCal circuit for the ERT trigger. The
analog sums from 2x2 towers and the 4x4 towers are discretized on the ASIC
board. The 36 digital signals for 1 threshold level of 2x2 non-overlapping
trigger and 3 threshold level of 4x4 overlapping trigger, i.e. 144 digital signals
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Analysis

3.1 Outline

In the following sections, we focus on the analysis of the PbSc. First, the run
and trigger selection is explained in Section 3.2. The calibration of the PbSc
during the run is critical for the purpose of correcting the yield and discussed
in Section 3.3. The differential cross section (E ·d3σ/dp3) is calculated from
the corrected yield of π0 (N corr

π0 ) and the luminosity (L) as following:

E ·d3σ/dp3 =
1

2π
· 1

L · N corr
π0

pT · dpT

.

The correction from the raw π0 yield (N raw
π0 ) to the corrected yield (N corr

π0 )
in the high-pT trigger is written as following:

N corr
π0 = N raw

π0 (Section 3.4)

× Creco
π0 (pT ) (Section 3.5)

× 1/εhigh
π0 (pT ) (Section 3.6)

× 1/εmini
π0 (pT ) (Section 3.7)

× εconv&albedo
π0 . (Section 3.8)

In Section 3.4, the extraction procedure of the raw π0 yield (N raw
π0 ) is de-

scribed. Most of the corrections from N raw
π0 to N corr

π0 are obtained using a
Monte Carlo simulation with a parameterized EMCal response tuned to re-
produce the test beam results as shown in Section 2.4.2. However, the per-
formance during the run was deteriorated than that in the test beam due to

41
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the imperfection of the calibration. In Section 3.5, the detail of the Monte
Carlo and reconstruction efficiency (Creco(pT )) together with the performance
of the PbSc during the run are described. In Section 3.6, trigger efficiency
(εhigh

π0 (pT )) of π0 in the high-pT trigger is discussed. Because the minimum
bias trigger is defined by a hit of charged particles at forward and backward
rapidity, the pT distribution of π0 in the minimum bias trigger can be bi-
ased. The correction for the bias, the trigger efficiency of π0 (εmini

π0 (pT )) in
the minimum bias trigger is explained in Section 3.7. Due to the detectors
between the collision point and the EMCal, the photons from π0 decay may
be lost before reaching to the EMCal. It is necessary to estimate and correct
the π0 production in the detectors, too. The correction (εconv&albedo

π0 ) of such
the effects from other detectors are studied by the GEANT simulation as
described in Section 3.8.

Finally, the calculation procedure of the luminosity (L) and the merge
procedure of the PbSc and the PbGl analyses are described in Section 3.9.

3.2 Run and Trigger Selection

The proton-proton data-set from run 2001–2002 consists of ∼17,000 PRDF
files in total. This analysis includes only the runs that were collected after
January 8th 2002, when the ERT triggers became stable. This portion of
the data-set contains approximately 275 million events which corresponds to
approximately 80% of the integrated luminosity for the entire run period.

Since the threshold for the ERT 2x2 tile trigger was raised from 0.3 GeV
to 0.8 GeV in the middle of the data-taking period on January 15th 2002,
the efficiency correction is time dependent. Due to higher trigger rates in
lower threshold of 0.3 GeV, the trigger are sampled (pre-scaled) at every
10 and read out. Because the number of the high-pT π0 in lower threshold
is less than in the higher threshold by a factor of 10 due to this sampling
procedure, we decide to use only the data collected after this threshold had
been raised. This choice works to avoid the complication of the threshold
change and reduces the number of events to 230 million and the number
of files to ∼8,000 PRDF files. This data-set includes the runs which were
collected while the photon converter is installed. Because, as discussed in
Section 3.4.3, no effect due to the presence of the converter is observed in
the π0 yield, these runs are neither removed from nor treated specially.

Out of the available runs, good runs are selected by placing quality cuts
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on the detector systems which are utilized in the measurement. The run-to-
run performance of the BBC is checked by looking at the mean and sigma
values for the measured collision z-vertex and collision time. There are no
runs which appear anomalous, so no runs are removed from the analysis.
Figure 3.1 shows the typical vertex distribution measured by the BBC in the
minimum bias trigger. The typical width of the distribution is 40cm. We use
the events with < |30cm| in the analysis.

There are two classes of EMCal-only ERT triggers as described in Sec-
tion 2.5.3: the 2x2 non-overlapping trigger and the 4x4 overlapping trigger.
Because of a trouble on the electric circuit for the 4x4 overlapping trigger,
the 2x2 non-overlapping trigger is used for extracting the π0 spectra at high
pT . The 4x4 overlapping triggers, nevertheless, provide important informa-
tion for understanding trigger biases. So, both sets of triggers are monitored
as part of the trigger quality.

The quality assurance (QA) procedure for the ERT trigger is applied to
each run by requiring that; 1) the LVL1 trigger bits are consistent with the
ERT hits, 2) the rejection power of the ERT trigger, which is defined as
the ratio of the number of the ERT trigger to that of the raw minimum
bias trigger, is between 0 – 150. 3) the number of ERT hits per raw event,
where the raw event contains the other trigger, is less than 10−3. The 2nd
requirement is the strongest one. Most of runs show that the rejection powers
are around 80 for the analyzed runs. There are several runs with either zero
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Figure 3.1: Vertex distribution measured by the BBC from one run.
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or significantly higher than typical rejection power because the trigger, or
perhaps some other critical subsystem, was clearly not operating properly.
For some of the runs with anomalously high rejection power, it is suspected
that the minimum bias trigger was misbehaving. For example, the minimum
bias trigger is known to fire on noise hits if the TDC overflow value for a
channel drifts below the threshold value in the logic. In another example,
the minimum bias trigger is fired by empty bunches for one rings. Regardless
of the origin, the runs with zero or higher rejection power than typical ones
are discarded from the analysis

As a result of these run selection cuts, this analysis utilizes approximately
50% of the runs collected after January 15th. This sample consists of 4252
PRDF files from 102 runs with 130 million events, including 16 million events
of the minimum bias trigger and 18 million events of the high-pT (ERT
2x2 non-overlapping) trigger, which is equivalent to the beam luminosity
of 39nb−1.

3.3 EMCal Calibration

3.3.1 Quality Assurance of EMCal

For data quality, the main concern for the EMCal is changes in the number of
dead or hot channels because such fluctuations not only alter the background
in the π0 sample but also can affect the acceptance correction in a manner
which could be difficult to reproduce using simulation.

The dead towers are identified by looking at the energy distribution mea-
sured by each tower. Specifically, we examine 1) the number of clusters which
deposit the maximum energy of >100 MeV on the tower, 2) the integrated
energy on the tower, and 3) the mean energy on the tower.

A tower is considered dead if its value for any of these quantities deviated
by 5σ from the mean value. In addition, a HV failure in a super-module hap-
pened during the run. As a result, it is necessary to use two sets of different
dead map in the analysis. In both maps, the number of problematic channels
in W3 sector is excessive (about 50%) when compared with the number in
the other sectors because this sector is populated with ASIC boards which
had been considered defective during the initial testing. Given that it per-
formed poorly throughout the entire run, this PbSc sector is excluded from
this analysis. As will be discussed in Section 3.5. the two different dead maps
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are taken into account in this analysis by splitting the data into two pieces
and then applying an acceptance correction calculated with the appropriate
dead map to each of these data-set. In the result, about 2% of towers are
considered as dead. Another 2% of towers have a trouble during the energy
calibration as discussed in the next section.

3.3.2 Energy Calibration

A good energy scale calibration for the calorimeter is essential for this mea-
surement in addition to the position resolution and energy resolution. First
of all, we try to calibrate the energy of the calorimeter using the laser cal-
ibration system as shown in Section 2.4. The purpose of the system is to
measure the gain drift during the run. However, the system failed to do it
because of the instability of the FEE for the photo diodes. The data dur-
ing Au+Au collisions, which were taken for 4 months just before the p+p
collisions, show different behavior of the gain drift from the laser calibration
system. So we decide not to use the system, but to use the data itself to
calibrate the energy.

Tower-by-Tower Energy Calibration From the test beam measurement
done at the AGS, it is known that minimum ionizing particles at a normal
incident angle produce a 260 MeV signal in the PbSc calorimeter. A set
of minimum ionizing particles is isolated from the data-set by requiring a
charged track in the drift chamber (DC) and the pad chamber (PC) for which
the momentum is more than 0.4GeV/c. If two or more clusters are found for
the same track, the track is matched to each of the cluster separately. This
multiple use of tracks is dictated by the assumption that one of the clusters is
the true one and the others are caused by random associations. As discussed
below, the contribution of the latter is subtracted.

For each combination of a track and a cluster, the energy deposited in
the PbSc is corrected for the incident angle of the particle on the PbSc using
the following formula:

Ecorr = Eclus · cos(θ) , (3.1)

where Eclus is the full cluster energy which is the energy sum from all towers in
the cluster without any photon-sophisticated corrections, and θ is the incident
angle of the track at the PbSc calculated from the track information.
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Despite the low multiplicity in proton-proton collisions, random associ-
ations are still possible. Such events give rise to a background which falls
steeply with energy and thus can shift the extracted position of the MIP
peak. These associations are determined via the “flip & slide” method. In
this procedure, the EMCal are flipped in z coordination when the hit position
is greater than |70.0cm| , and are slid in z coordination by ±70.0cm towards
the point of z=0 when the hit position is less/more than |70.0cm|, where
the z-coordination is defined as the same direction of the beam axis. The
“flip & slide” spectrum is subtracted from the measured spectra to remove
the random associations. Figure 3.2 shows the resulting spectra of Ecorr for
the six sectors. The number of MIPs seen in E2 sector is noticeably larger
than the number seen in the other sectors. This difference might be caused
by the TZR counter because the E2 sector is in the shadow of this counter.
However, the π0 peak and width in the E2 sector are normal.

The peak positions in all of the towers are obtained by fitting the peaks

E(GeV)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

E
nt

rie
s

0

2000

4000

2x10

E3 + 250000

E2 + 200000

W3 + 150000

W2 + 100000

W1 + 50000

W0 + 0

Figure 3.2: Distribution of Ecorr [Eclus · cos(θ)] in each of the six sectors. The
peak is generated by minimum ionizing particles.
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with a single gaussian function and then are used to derive corrections for
the gain. These corrections are then applied to the data. This calibration
is not perfect because the shape of the background from hadronic showers
can affect the fitting. The uncertainty coming from the background shape
is estimated in two ways: (A) differences inside a sector, and (B) differences
between sectors. we assume that the (A) is due to only the incident angle.
The systematic uncertainty due to (A) is estimated when estimating the
energy resolution. The (B) is possible when the materials upstream of the
sectors are different. The systematic uncertainty due to (B) is taken into
account in the estimate of the absolute energy calibration as discussed in
this section later.

In 2% of the towers, it is not possible to fit the MIP distributions with a
gaussian as needed to obtain the position of the MIP peak. This fact is incor-
porated into a systematic error when calculating the acceptance correction
as described in Section 3.5.2.

Energy Scale Calibration The position of the π0 peak as a function of
pT is determined for each sector in the way described in Section 3.4. Due
to the pT smearing, the measured π0 peak is expected to be about 139MeV
unlike the nominal mass of 135MeV. However, the measured π0 peaks in the
sectors are different from the expectation by less than ± 1.5% although the
gain of all the towers have been calibrated. They are used to calibrate the
energy scale for every sector. We will discuss the uncertainty of the absolute
energy calibration later in Section 3.5.4.

3.4 π0 Reconstruction

In this section, we describe the method used to extract the raw π0 yield (N raw
π0 )

and then discuss the systematic error of this reconstruction procedure.

3.4.1 Procedure

For this analysis, an event is accepted if the z-vertex measured by BBC for
the minimum bias trigger is within ±30 cm. For the high-pT trigger sample,
events are also required to fire the ERT 2x2 non-overlapping trigger. In the
selected events, π0 candidates are constructed for all pairs of clusters if:



CHAPTER 3. ANALYSIS 48

• the energy asymmetry between the clusters, |E1−E2|/(E1+E2), is less
than 0.8, where the E1 and E2 is the measured energy in two clusters,

• the central tower, which is defined as a tower with the largest measured
energy, has to be at least two towers away from the edge of sectors and
outside from the 3x3 region of dead towers, and

• for the high-pT sample, the cluster with the maximal energy has to be
associated with a 2x2 non-overlapping trigger hit.

This cluster selection does not include cuts which require that the cluster
had no associated track in the DC or PC. Since this choice increases the
background only slightly, it is preferable in this analysis so as to avoid the
additional complications of estimating the efficiency of the cuts.

For each of these two clutsters, the invariant mass, Mγγ , is calculated
using the following formula:

M2
γγ = 4 · (E1) · (E2) · sin2(θγγ/2) ,

where E1 and E2 are the measured energy of cluster 1 and 2 respectively,
and θγγ is the opening angle between the two photons calculated from the hit
positions at the front face of the calorimeter and the vertex position obtained
from the BBC.

3.4.2 Background Subtraction

Figure 3.3 shows examples of the invariant mass spectra as extracted from
the minimum bias and high-pT trigger sample for four pT bins. The back-
ground is small especially in the higher pT region. Nevertheless, a background
subtraction is required. The background could be estimated by mixing clus-
ters from different events. The spectra by mixing clusters does not have
the same shape as the background. This disagreement is due to three ef-
fects: 1) correlations between particles which are present in the final state of
proton-proton collisions, typically jet shape, 2) two clusters produced by a
hadron interaction resulting in a sharp peak in the lower invariant mass, and
3) photon conversion to pairs. The third effect is the largest and is discussed
in Section 3.8.

Instead of using the event mixing technique, the background is subtracted
by fitting the invariant mass distribution. In this method, the π0 peak is as-
sumed to be gaussian and the background is fit with a variety of functions.
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Figure 3.3: Invariant mass distribution from the minimum bias trigger events
with pT =1–1.5 GeV/c and from the high pT trigger events with pT =4–
4.5 GeV/c, 6.5–7 GeV/c, and 10–12 GeV/c shown together with the result
of the fit for the background (red dotted line) and for the entire region (black
straight line). The shaded areas represent the mass region for the fit (shallow
shaded) and for the integration (dense shaded).
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In addition to varying the shape fitted to the background, different integra-
tion and fit ranges are used to estimate the systematic error in the subtrac-
tion. To be specific, we use two different integration ranges: [0.10,0.17] and
[0.11,0.16] (in GeV/c2) for the yield, three different fit ranges: [0.05, 0.30],
[0.06,0.25], and [0.07, 0.20] (in GeV/c2), and three different functions for the
background: gaussian, second-order polynomial, and third-order polynomial.
These combinations provide 18 (2 × 2 × 3) estimates for the yield. The π0

yield is determined for each pT bin from the mean of these 18 estimates and a
systematic error is assigned to this value based upon the root-mean-square of
the distribution of these estimates. The systematic error is 6% in the lowest
pT bin of 1.0–1.5GeV/c and decreases as pT increases.

Due to limited statistics, the background can not be estimated in the same
way for the bins with pT of more than 7GeV/c. The signal to background
ratio is obtained for each pT bin for pT < 7 GeV/c. By extrapolating the
ratio, an estimate of the background contribution is inferred from the signal
in each high pT bin. To check this estimate, the background under the peak
is estimated as the product of the yield per MeV in the region between the
π0 and η peaks and the integration range for the π0 peak. These results are
consistent with the estimate of 10% based on the extrapolation from lower
pT . The systematic error of 2% is derived by extrapolation of the systematic
errors from lower pT bins. Figure 3.4 shows the π0 yield (N raw

π0 ) as a function
of pT for the minimum bias and the high-pT triggers.

3.4.3 Run Dependence

The dependence of the π0 yield normalized to the number of analyzed events
is checked as a function of run by partitioning the runs into ten sets. To
estimate the expected run dependence, two types of run-to-run changes – (1)
the change of dead map and (2) the change in the number of active ERT
tiles – are considered as a simple assumption. This assumption is that the
acceptance is independent of the pT and scales as

(Ngood towers)
2 × (Ngood trigger tiles) ,

where Ngood towers is the number of the good towers and Ngood trigger tiles is
the number of good trigger tiles. When the changes occur within one of the
above set of runs, the number of events are calculated before and after the
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change and the weighted sum of the scale is used to calculate the effective
acceptance for the set.

After applying this estimate for the acceptance correction, Figure 3.5
shows the run dependence of the π0 yield per event normalized to 1.0 by the
average over the entire run in the minimum bias and the high-pT trigger. In
both triggers, no decrease of the π0 yield is observed during the run which
are collected while the photon converter is installed so these runs are not
treated specially in the analysis as noted in the Section 3.2. The run depen-
dence in the minimum bias trigger shows no dependences within the available
statistical and systematic errors. However, that in the high-pT trigger shows
a continuous increase over the entire run range. The fitting by a 1st order
polynomial function shows 3% increase from the start to the end of the run
period. We, thus, assign a systematic error of 3% to account for it.

3.5 Reconstruction Efficiency

Because of the intrinsic limitations of the detector, the observed π0 spectra
must be corrected for reconstruction efficiency, detector acceptance, and pT

smearing effects. These three corrections are obtained simultaneously us-
ing a Monte-Carlo simulation of the calorimeter, named as “FastMC“. The
FastMC is not like the GEANT simulation, but is a simulation in which the
detector response is parameterized according to the performance during the
run. As discussed in Section 3.1, we name the total correction as Creco

π0 (pT ).
This section describes the FastMC simulation used in this analysis and the
estimates for the systematic error in the corrections. The systematic error on
the corrections is derived from the uncertainty of the detector performance.

3.5.1 Contents of FastMC

The FastMC is written to simulate the initial condition of π0 and the calorime-
ter performance. This FastMC includes the following initial condition:

• Vertex distribution – a gaussian distribution of 80 cm width based on
one of the measured vertex distribution and with 30 cm cut. The effect
of the changes of the vertex width during the run is estimated to be
0.5% and is negligible.
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Figure 3.5: Run dependence of π0 yield in the minimum bias trigger sam-
ple (A) and the high-pT trigger sample (B) per events by the average over the
entire run range for three pT ranges: (black line, circle) (1.0-1.5) GeV/c, (red
line, square) (1.5-2.0) GeV/c, and (green line, up triangle) (2.0-2.5) GeV/c,
and (blue line, down triangle) (2.5-3.0) GeV/c. The data for the pT range
of (2.5-3.0) GeV/c is only shown for the high-pT trigger sample.
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• pT distribution – a formulae fitted to the obtained cross section spec-
trum.

• Pseudo-rapidity (η) and Azimuthal Angle (φ) Distribution – flat dis-
tribution within ±0.5 of η and 0 to 360◦ of φ.

• π0 decay – isotropic decay into two photons in the rest frame of the π0.

The FastMC includes the following effects in the PbSc: acceptance, en-
ergy scale, energy non-linearity, energy resolution, and position resolution.
For each effect, the parameterized functions are used in the FastMC to cal-
culate Creco

π0 (pT ). In the rest of this chapter, we explain which parameters
are used in the FastMC and how we estimate the systematic uncertainty.

3.5.2 Acceptance

The dead channels in the calorimeter and clusters near the edge of the
calorimeter need to be excluded from the data analysis. To simulate the
acceptance properly, these channels also need to be cut in the simulation.
The FastMC uses the same dead map and the same edge definition as is used
in the data analysis. For each calorimeter hit, the sharing of the deposited
energy among the towers is calculated using the shower profile extracted from
the beam test.

The uncertainty of 4.5% is derived from two measurements.

• Dead towers – The 2% of towers with no MIP peak as discussed in
Section 3.3.2 may not contribute to the π0 yield at all.

• Edge towers – By the knowledge of the difference of the track projection
and the cluster position on the EMCal by electron and positron, the
uncertainty due to imperfection of the edge cut is taken into an account.
The pT dependence of this error is less than 1%.

The systematic error due to the uncertainty of the shower profile is neg-
ligible. For the systematic error for two photons decaying from π0, the two
errors are multiplied by two and added quadratically.
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Energy Asymmetry One of good checks for the acceptance correction is
the energy asymmetry between the clusters, |E1−E2|/(E1+E2), where the
E1 and E2 is the measured energy in two clusters. The energy asymmetry is
equal to β|cosθ|, where θ is the decay angle in the π0 rest frame and β is the
velocity of the π0 in the laboratory frame. Since the π0 has spin 0, the decay
distribution should be flat in the energy asymmetry. Figure 3.6 shows the
raw number of π0 yield as a function of the energy asymmetry compared with
the FastMC in the pT range of 1.0–1.5 and 2.0–2.5 in GeV/c. The FastMC
contains all parameters as described later. The raw yield are constant at
the energy asymmetry up to 0.8. In the pT range of 1.0–1.5, the yield at
the energy asymmetry of 0.8 is smaller than the other. The measured yield
are consistent with the expectation from the FastMC. To reduce the larger
background in the higher energy asymmetry, we analyze the π0 sample with
the energy asymmetry of less than 0.8 as discussed in Section 3.4.
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Figure 3.6: Raw number of π0 as a function of the energy asymmetry at pT

range of (1.0,1.5) and (2.0,2.5) (in GeV/c). The statistical and systematic
errors are added quadratically. The shaded area shows the expectation from
the FastMC.
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3.5.3 Energy Resolution

Since the magnitude of the MIP energy deposit is sensitive to the clustering
algorithm, a better test of the energy resolution is achieved by looking at
the E/p ratio for electrons and positrons. A set of electrons and positrons
is selected by adding a cut on the RICH to the charged track selection.
As in the MIP analysis described before, the “flip & slide” method is used
to determine the contribution of random associations to the electron and
positron sample. Figure 3.7 shows the E/p ratio for the electron sample as a
function of the momentum where the E is the corrected energy for photon.
The peak position of E/p ratio plateaus at 0.98, not 1.0, because the depth
of the shower from an electron is one radiation length (∼2 cm) shallower
than that from a photon and thus the light from the electron is slightly more
attenuated in the fibers than the light from the photon. The inconsistency
for p< 0.8 GeV/c is a well known feature which is caused by a combination
of the tower threshold effect and the electron energy loss prior to entering
the calorimeter.

The pT dependence of the ratio of the width to the mean in the E/p
distribution is investigated. This quantity is equivalent to the energy resolu-
tion because the width arises mainly from the energy resolution. Figures 3.8
shows the pT dependence of the ratio of the width to the mean in the E/p dis-
tribution for the PbSc. The error bar shows the deviation in different sectors.
This ratio is fit to the sum of a constant and a 1/

√
E term in quadrature.

The energy resolution is well described by the following magnitudes:

σE

E
∼ (4.7 ± 2.6)% ⊕ (9.5 ± 0.9)%√

E
. (3.2)

The obtained energy resolution is worse than the measured one in the test
beam as discussed in Section 2.4.2. We explain possible causes of the worse
resolution in Appendix B.

The uncertainty in this quantity affects the accuracy of the smearing
correction and thus is a source for a systematic error on Creco

π0 (pT ). In the
FastMC, the effect of this uncertainty is estimated by varying the constant
and the fluctuation terms of the energy resolution independently within their
uncertainties. The errors in Creco

π0 (pT ) vary from 0 to 3% with pT due to the
uncertainty in the constant term and by less than 1.5% due to the uncertainty
in the fluctuation term.
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Figure 3.7: A scatter plot of E/p versus p for electrons and positrons in the
W0 sector. The star points indicate the central position of the distribution in
each momentum bin and connected by line segments to aid the eye.
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√
E” function.
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3.5.4 Absolute Energy Calibration

The position of the π0 peak as a function of pT is compared against the
FastMC. Figure 3.9 shows that the data are in good agreement with the
predictions from the FastMC. As discussed in Section 3.8.1, the absolute
energy calibration in the data is 0.7% lower than it should be. To remove
this scale error from the result, the FastMC includes a correction for this
non-optimal calibration. The measured position of the π0 peak is shifted to
be 139MeV unlike the nominal mass of 135MeV. because of the pT smearing.
When the measured pT is higher/lower, the measured position of the peak
likely looks higher/lower. The steep pT distribution of the π0 production
cause the shift. However, in the lower pT , the measured position is lower
than 139MeV because of the tower threshold effect during the clustering
algorithm. When the absolute energy scale is shifted by ±1% variation, all
the data points are within the expectations from the varied energy scale. We
conclude the uncertainty on the absolute energy scale is ±1%.

This uncertainty influences the accuracy of the smearing correction and
thus needs to be considered as a source for a systematic error. In the FastMC,
the effect is treated by varying the energy scale correction from -1.0% to
+1.0%. The Creco

π0 (pT ) changes from 2 to 7% as pT goes from 1 to 15 GeV/c.

3.5.5 Energy Non-linearity

As described in Section 2.4.3, a threshold cut is applied to select the towers to
be included in the energy summation when clusters are constructed. This cut
skews the measured energy of clusters, especially for those coming from hits
with a small deposited energy. The FastMC included this effect by placing
the same threshold cut of 10 MeV on the tower energy in the simulated data
as is used in the real data.

From the test beam data, it is known that, as the light generated by a
shower travels from its source to the PMT via fibers, the light is attenuated.
Since the depth of the shower varies logarithmically with the energy, this
attenuation causes non-linear energy response for particles. This effect is
corrected in the real data analysis using the ex0 ln(E)/λ = Ex0/λ form where
λ is the attenuation length (120 cm) and x0 is the radiation length of the
calorimeter (∼ 2 cm). In the FastMC, the additional contribution of the
varied attenuation length is taken an account to estimate the systematic
error. To estimate the maximal error from the uncertainty in this correction,
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Figure 3.9: Position of the π0 peak as a function of pT in the minimum bias
trigger sample (closed triangle) and the high-pT trigger sample (open circle)
compared with the FastMC when the energy scale is corrected by -1.0% (red
dashed line), 0.0% (black solid line), and +1.0% (blue dotted line)



CHAPTER 3. ANALYSIS 60

the FastMC is run with three different values for the attenuation length of
the fibers: (1) the nominal value of 120 cm, (2) a larger value of 66 cm, and
(3) a smaller value of 600 cm. The upper and lower limits on the attenuation
length are based on expectations for the variation in the attenuation length
of the fibers. The position and the width of the π0 peak in the data are
compared against these three simulations as a function of pT . The data
indicate that the true value for the attenuation length is between 66 and
120 cm. From the best fit of the FastMC result with the data, the value for
the attenuation length is chosen to be 81 cm instead of 120 cm. A systematic
error is assigned to the value of Creco(pT )π0 which is equal to the difference
between results for attenuation lengths of 66 and 120 cm. In the result, we
assign 2 to 8% depending on pT as the systematic error.

3.5.6 Position Resolution

As discussed in Section 2.4.2, the position resolution is obtained from the
test beam and is written as following:

σx = (1.4 +
5.9√

E (GeV)
) ⊕ 20.0 sin(θ) [in mm] , (3.3)

where θ is the incident angle of the particle as obtained from the hit position
of the cluster and the vertex position for the event.

By looking at the difference between the projection of the track to the
calorimeter and the measured position of the cluster, we try to check the posi-
tion resolution. For the sample of electrons and positrons, Figure 3.10 shows
the width of the residual distribution as a function of pT . This dependence
is compared with the expectation for the nominal position resolution and
the nominal position resolution with an additional term of 2.0 cos(20◦) cm
because 20◦ is the maximum angle for the PHENIX central arm acceptance.
In both cases, the data lay above the curves. The resolution degradation
could arise from errors in the tracking parameters. So we decide to discard
the check and to use the π0 width.

The width of the π0 peak as a function of pT is shown in Figure 3.11 and
compared with the FastMC using the obtained energy resolution determined
by E/p width as shown in Equation (3.2). The dashed line shown in the figure
is an expectation using the nominal position resolution. In lower pT , the
width is consistent with the expectation. This fact proves that the obtained
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Figure 3.10: Position resolution as a function of pT as extracted for the
electron (red dashed line) and positron (blue dotted line) samples compared
with the nominal resolution (lower solid line) and with an additional terms
of 2.0 cos(20◦) mm (upper dotted line) as described in Section 2.4.2.

energy resolution from E/p width is correct. However, the π0 width starts to
deviate from the expectation with the nominal position resolution at pT more
than 3GeV/c. As shown from electron and positron samples, the position
resolution might be worse than the nominal resolution. The worse position
resolution could affect the π0 width in the higher pT because the opening
angle of two photons becomes smaller as the pT increases. The comparison
is done also for the nominal resolution plus 0.5 cm and 1.0 cm, which are
shown as the solid and dotted lines in the figure, respectively. In this plot,
the agreement is best when there is an additional 0.5 cm term. We decide to
use the nominal position resolution plus 0.5 cm and to assign ±0.5cm for the
uncertainty of the position resolution. The variation in Creco

π0 (pT ) for these
three cases is less than 0.5%.
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3.5.7 Summary of Systematic Errors

Each of the effects included in the FastMC introduces a systematic error to
the final result for Creco

π0 (pT ) and thus also the final cross section. Table 3.1
lists the summary of the systematic error assigned to Creco

π0 (pT ) for each effect.

Source pT =1GeV/c pT =10GeV/c
Acceptance 4.5% 4.5%

Energy absolute calibration 2.1% 7.0%
Energy non-linearity 1.6% 8.3%

Energy resolution (fluctuation term) 1.5% 1.0%
Energy resolution (constant term) 0.0% 3.5%

Position resolution 0.5% 0.5%

Table 3.1: Summary table of the systematic error estimates on Creco
π0 (pT ).

3.6 High-pT Trigger Efficiency

Because the high-pT trigger is not 100% efficient, its efficiency for triggering
on π0 particles, εhigh

π0 (pT ), has to be extracted from the data and then applied
as a correction to the observed high-pT π0 spectrum. From the samples in
the minimum bias trigger, the efficiency of the high-pT trigger is measured
on a tile-by-tile basis, where the tile is defined as 2x2 sum in the 2x2 non-
overlapping trigger. The energy deposited in each 2x2 sum is calculated
by summing up the energy in the four towers which comprise the tile. The
energy of any dead tower is ignored. We cannot assign an ERT hit directly to
one tile since the granularity of the ERT hit is at the super-module level, in
other word, one ERT hit represents the OR of threshold decisions for thirty-
six 2x2 sums. We assume the ERT hit is assigned to the tile with the largest
deposited energy in the super-module. The fraction of events with an ERT
hit in the super-module represents the trigger efficiency and is calculated as
a function of the tile energy. Figure 3.12 shows a plot of this fraction versus
the tile energy in the W0 sector. The trigger saturated at ∼1.5 GeV to a
level of ≈95% which is consistent with the number of active super-modules
in the high-pT trigger. The fall-off at high-pT above 2 GeV is a result of a few
remaining noisy channels which are not been masked. The turn-on regions
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Figure 3.12: Efficiency of the high-pT trigger as a function of the energy
deposited in a 2x2 sum with a fit of a cumulative Gaussian to the turn-on
region.

of these curves are fit with a cumulative Gaussian. Based upon this fit, the
trigger is 50% efficient at 0.8 GeV and the width of the turn-on region is
0.17 GeV.

There is an inconsistency from the fit at the 2x2 sum energy between 1
to 1.5GeV. This is caused by the imbalance of the amplifier on the electric
circuit. As discussed in Section 2.5.2, the adjustable feature of the amplifier
gain is not used. For more thorough calculation, the measured energy in
each tower is translated into ADC by applying the reversed calibration and
is summed up to get the turn-on curve as a function of ADC. This turn-on
curve in ADC is then incorporated into the FastMC simulation. As with the
data, the input to the high-pT trigger for each tile is calculated by summing
up the ADCs in the four towers comprising the tile. Using these sums, the
probability for each tile to fire is looked up from the threshold turn-on curve.
The trigger for the π0 then requires that one tile from higher energy photon
fires the trigger. This condition results in that a trigger decision is sensitive
to only the photon with the larger energy thus simplifies the dependence of
the trigger efficiency on pT . In the data, the number of π0’s are determined
as described in Section 3.4 and the trigger condition requires that the cluster
with the maximal energy is associated with an ERT hit. Figure 3.13 shows
the results of this comparison as a function of the π0 pT . The FastMC shows
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consistency behavior at pT up to 5.5GeV/c.
The high-pT trigger sample is corrected for the trigger efficiency using

these data. For pT < 3.5 GeV/c, this correction is taken from the threshold
curve that is extracted from data because, in these bins, there is sufficient
statistics to measure it. For higher pT , there are not enough statistics, so the
correction is determined from the fraction (0.778) of the number of active 2x2
sums. The difference between this value for the correction and the plateau
value for the trigger efficiency as calculated with the FastMC is assigned as
the systematic error for the correction. This error is 3% (0.023). It should be
noted that, because the high-pT trigger is in coincidence with the minimum
bias trigger, the resulting π0 spectra is still biased by the event configuration
requirement inherent in the minimum bias trigger. We discuss the trigger
bias in next section.
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Figure 3.13: Trigger efficiency for π0’s in the high-pT trigger as a function
of pT of π0. The red points are obtained from the analysis of the minimum
bias trigger samples. The black histogram shows the predicted value obtained
from the FastMC. The blue solid line shows the plateau value for the trigger
as determined from the fraction of active tiles.
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3.7 Trigger Bias of Minimum Bias Trigger

The minimum bias trigger only fires when there are charged particles at
forward and backward rapidity. This requirement does not only affect the
normalization of the measurement but also could distort the pT distribution of
π0 because it could bias the physics processes which generate the observed π0.
From the data, it is possible to determine the correction for this effect because
one of the ERT 4x4 overlapping trigger has a raised threshold to reduce its
raw trigger rate instead of being put in coincidence with the minimum bias
trigger as is done with the 2x2 non-overlapping trigger. This trigger therefore
measures the unbiased π0 samples. From this sample of events, the trigger
efficiency of π0 (εmini

π0 (pT )) is equal to the fraction of π0 for which the minimum
bias trigger also fired. To calculate this fraction, the π0 sample is extracted
from the 4x4 overlapping trigger sample using the procedure described in
Section 3.4, except that no vertex cut is applied when selecting events. If
the fraction is equal to the trigger efficiency of events (0.516) as discussed in
Section 3.9.1, the minimum bias trigger doesn’t distort the π0 production.
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Figure 3.14: Trigger efficiency of π0 (εmini
π0 (pT )) as a function of pT of π0

with a fit by a solid line.
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Figure 3.14 shows the dependence of the trigger efficiency of π0 on pT . The
efficiency is higher than 0.516 and is independent of pT . Over the measured
pT range, this result agrees reasonably well both in shape and in magnitude
with the PYTHIA [112] simulation for which it is 0.75, 0.76, 0.73, and 0.72
for a pT of 1, 2, 4, 8 GeV/c. The efficiency for the PbGl agree very well with
the PbSc and the averaged value of the efficiencies is 0.748 ± 0.022.

In this discussion, it has been assumed that the 4x4 overlapping trigger
only fired as a consequence of a particle from real collisions. This assumption
could be incorrect since the trigger could have been caused by electronics
noise, particles from beam-gas or halo interactions, or cosmic rays. Events
resulting from such triggers would alter the bias estimate because they would
not be as likely to be accompanied by the minimum bias trigger. The non-
collision contribution is studied by selecting bunch crossings in which the
bunch from one of the beam is empty. As shown in Figure 3.15, the invariant
mass spectra for two photons in these bunches is nearly nonexistent above
100 MeV. This study confirms that the estimate of the trigger efficiency of
π0 made with the 4x4 overlapping trigger sample is appropriate.
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Figure 3.15: Invariant mass distribution for paired clusters in the bunch
crossing between collisions of normal bunches (top, black thick line), those of
normal and wider emittance bunches (middle, red dotted line), and those of
normal and empty bunches (bottom, blue solid line).
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3.8 Conversion Effect

In the PHENIX central region, there is a non-negligible amount of material
including a beam pipe and many detectors situated between the vertex point
of a collision and the EMCal. Sometimes, one of the photons from the decay
of a primary π0 may convert to an e+e− pair in these materials. Depending on
where this conversion occurs, the initial π0 may or may not be reconstructed.
For instance, if a photon converts just in front of the calorimeter, the resulting
pair would not be resolved as separate clusters and, thus, would appear as
a cluster from a single photon with nearly the same energy as the initial
photon. In this case, the initial π0 is very likely to be detected. The same,
however, is not true for a photon which converts in the beam pipe. This
conversion loss needs to be estimated in order to correct the observed yield.

In addition, there are several sources for non-primary π0 mesons: 1) decay
of primary hadrons (e.g., K0

s or η mesons) into π0+X, and 2) generation of
background π0 mesons from interactions of primary particles with material
in the detector. The first effect is small and is estimated to be less than 6%
in total as discussed in Appendix C. We do not correct the first effect from
the hadron decay in this analysis. Nevertheless, the second effect named as
”albedo” has to be taken an account.

In this section, we discuss the method used in this analysis to estimate
the effects.

3.8.1 1st Method

Description of 1st Method In this analysis, the GEANT [109] simula-
tion with an initial particle distribution obtained from the PYTHIA [112]
simulation is used to estimate the albedo contribution to the cross section.
Along the lines of a typical analysis, correction factors for the observed yield
would be derived from the simulation by

# of π0 reconstructed from the invariant mass distribution

# of π0 generated
.

This factor, however, includes corrections for all effects which influence
the detection of π0’s. In our analysis, most of these effects are accounted
for by the Creco

π0 (pT ) correction determined with the FastMC as described in
Section 3.5 because the FastMC is tuned to the data better than the GEANT
simulation. To avoid double correction for such effects, a method is employed
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to isolate the conversion and albedo contributions to the detection efficiency.
The initial particle distribution obtained from the PYTHIA. we calculate

εalbedo =
# of π0 in the peak of selected mass distribution

# of π0 in the peak of all mass distribution
, (3.4)

where the selected mass distribution is obtained from combinations of clusters
which are only associated of photons from π0 decays, the all mass distribu-
tion is obtained from all combinations of all clusters. The former represents
that two photons from π0 generated at the collision vertex reach on the
EMCal without any conversion. Both the numerator and the denominator
are calculated from the invariant mass plots of the observed clusters. As a
consequence, the effects of the acceptance, reconstruction, and smearing ap-
pear in both numerator and denominator and thus cancel. The denominator
contains both the conversion and albedo effect.

However, in the analysis of real data, no cut is imposed to remove clusters
which came from electrons or positrons. Since electrons or positrons from
conversions near the calorimeter face would generally result in a single cluster
with nearly the same energy as the initial photon, the conditions imposed
in the determination of the numerator of Equation (3.4), i.e. that only
clusters coming from photons associated with the decay of a primary π0,
is too stringent. Thus, the factor (εalbedo), as written, would over-correct
the yield if applied. In principle, the criteria for selecting clusters when
computing the numerator could be loosened to include cases where a photon
from a primary π0 converted to an e+e− pair but, due to the proximity of the
two particles in the calorimeter, gave rise to a single cluster in the calorimeter.
We estimate a correction (εconversion) to the numerator for the conversions as

εconversion =
# of pure π0

# of generated π0
, (3.5)

using the GEANT simulation of single π0 events, where the pure π0 is ob-
tained from the generated π0 when the both photons reach the EMCal with-
out the conversion loss. The total correction for the π0 yield is

εconv&albedo
π0 =

εalbedo

εconversion
. (3.6)

We discuss the details of computing these two factors.
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Conversion Correction Factor The conversion correction factor (επ0

conversion)
is determined from the GEANT simulation. In this simulation, single π0

events are generated with flat φ and η distributions in different pT start-
ing at 0.5 and going up to 7 GeV. For each pT , the sample of generated π0

mesons are determined. Of this sample, the sub-sample of pure π0 mesons
is determined by requiring the hit on the EMCal without any conversion in-
teraction for the generated π0. The ratio of the counts in the sub-sample to
that in the sample is equal to the conversion correction (επ0

conversion). In order
to have a cross check, the analogous procedure is applied to extract a sample
of photons, then to extract a sub-sample of detected photons, and finally to
calculate the conversion factor for single photons (εγ

conversion).
Figure 3.16 shows the values of εconversion for each of the six PbSc sectors

as a function of pT for the photon and the π0 samples in the left and right
panels, respectively. At first glance, the correction for π0’s (∼20%) is roughly
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Figure 3.16: (left) εγ
conversion and (right) επ0

conversion as obtained in the GEANT
simulation with a single π0 events in W0 (black line, closed circle), W1 (red
line, closed square), W2 (green line, up triangle), W3 (blue line, down trian-
gle), E2 (yellow line, open circle), E3 (magenta line, open square) sector.
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twice that for photons (∼ 10%), which is quite reasonable. To extract the
correction, the plots in Figure 3.16 are fit to a straight line. The results of
this fit are averaged in each of the calorimeter unit and are 82.5±0.4 for
the West Arm and 81.7±0.6 for the East Top, where the quoted error bar is
statistical only. we refer to the existing XCOM database [113] and assign a
2% systematic error on this correction to account for the pT dependence.

Albedo Correction Factor The albedo correction (εalbedo) defined in
Equation (3.4) is extracted from data generated by the GEANT with the
initial particle distribution obtained from the PYTHIA. In this simulation,
PYTHIA v5.720/JETSET v.7.408 is used to generate the event sample. We
use the default setting of the PDF (CTEQ5L) and the FF (LUND model).

For each pT , the invariant mass spectra are obtained from combinations
of clusters using the reconstructed energy and position information. When
extracting the π0 yield, we apply the same software as is used for real data
analysis. The denominator in Equation (3.4) is then calculated from the in-
variant mass distributions generated from all combinations of clusters. For
the numerator of selected π0, additional requirements are imposed to restrict
the sample of clusters considered for the invariant mass plot to those associ-
ated with a photon which originated from the decay of π0 mesons generated
in the collision. Specifically, we require the particle which deposited the most
energy in a cluster is a photon, the parent of this photon is a π0 from the
collision vertex.

The observed peak position of the π0 increases by 1 MeV as a result of
the selection requirement. It means that the measured mass of π0 mesons
is lower than that in the FastMC. Figure 3.17 shows the direct comparison
between the two samples of the invariant mass spectra after the contribution
of the combinatorial background has been subtracted. The peak position in
the all sample is lower than that in the selected sample. Since the absolute
energy of the EMCal is calibrated by comparing the measured π0 mass with
the predictions from the FastMC and the FastMC includes neither albedo
nor conversion component, the absolute energy calibration should be shifted
by 1 MeV. As mentioned in Section 3.5, this effect is taken into account in
the calculation of Creco

π0 (pT ) correction.
The ratio as a function of pT is constant for the investigated range of pT

within the statistical error of the simulation. In this analysis, we fit the ratio
by a constant. The results (επ0

albedo) of the fitting are 87.6±0.7% in the West
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Figure 3.17: Invariant mass spectrum in pT of 1.0 to 1.2 GeV/c. The filled
circle shows the sample of all cluster pairs and the open square shows the
sample of selected pairs. The peak at around 0.03GeV/c2 is caused by the
charged and neutral hadron.

Arm and 86.8±0.9% in the East Top.

Total Correction in 1st Method The overall correction is calculated by
Equation (3.6) as shown in Table 3.2.

West Arm 1.062±0.008
East Top 1.063±0.011

Table 3.2: Overall correction (εconv&albedo
π0 ) as obtained from the conversion

and albedo correction factors by Equation (3.6). The quoted error is statistical
only.
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3.8.2 2nd Method

As defined by Equation (3.4), the albedo includes a contribution from so-
called recovered conversion losses. In such events, one of the photons con-
verts to an e+e− pair, but, due to the proximity of the two particles in the
calorimeter, still gives rise to a single cluster in the calorimeter. Since the
energy of this cluster is quite close to the energy of the original photon, it is
likely that the original π0 is still reconstructed in the observed π0 peak of the
invariant mass distribution. To study this component of the albedo correc-
tion (εalbedo), we determine the fraction of reconstructed π0 mesons which are
detected even though one of the photons converted to a pair. From the all
samples, the sub-sample of these recovered π0 candidates is selected by; 1)
the particle is either an e+ or an e−, 2) the parent of this particle is photon,
and 3) the grandparent of this particle (i.e., the parent of the photon) is a π0.
We obtain the ratio of the yield of the selected π0’s to that of all π0’s and fit
the pT dependence by a constant. The results by the fit are 13.6 ± 0.4% for
the West Arm and 14.4± 0.6% for the East Top. After adding the results of
the above and επ0

conversion, the total sum become 101.2% for the West Arm and
102.2% for the East Top and are consistent with 100% within the statistical
error. we conclude that nearly all measured π0 can be attributed to either
γ+γ or γ+e+/e−.

If this is indeed the only component of the albedo, then the total cor-
rection factor could be estimated more directly from a single particle Monte
Carlo. Within in this context, we use a single particle GEANT simulation to
estimate the fraction of π0 which are produced but not counted in our analy-
sis due to conversion effects. In this effort, single π0 are generated according
to a flat φ − η distribution. The particles are then propagated through the
GEANT simulation.

For generated π0’s with pT of 1.05 GeV/c, Figure 3.18 shows an example
of the measured pT and invariant mass spectra. The correction (εconv&albedo

π0 )
is then equal to

εconv&albedo
π0 =

# of reconstructed π0 in the mass window

# of generated π0 in simulation
.

This quantity is plotted as a function of pT for the eight calorimeter sectors
with the mass window between 0.10GeV and 0.18GeV. This ratios are almost
independent on pT . We estimate εconv&albedo

π0 from fitting with a constant as
shown in Table 3.3.
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Figure 3.18: From the single particle GEANT simulation – (left) The pT

distribution obtained with all combinations of all and (right) the invariant
mass spectrum obtained with all combinations of clusters for which the re-
constructed π0 has pT more than 0.5 GeV/c. The red dotted histogram shows
a spectrum coming from π0 from which the both photons can reach the EMCal
without any conversion loss.

West Arm 1.019±0.002
East Top 1.021±0.006

Table 3.3: Correction (εconv&albedo
π0 ) to the yield in the 2nd method as calculated

using the simple procedure which is valid if the albedo is negligible. The errors
are statistical only.

3.8.3 Summary of Two Methods

From a comparison of the results from the two methods for estimating the
conversion contribution, the 1st method yields larger correction by about
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4% than that from the simpler 2nd method. We can’t quite understand the
reason of the difference from the two methods. By taking the discrepancies as
an uncertainty, and adding the uncertainty of 2% on the conversion correction
quadratically, the final correction is tabulated in Table 3.4. This correction
is multiplicative.

West Arm 1.040±0.028
East Top 1.042±0.028

Table 3.4: Overall correction (εconv&albedo
π0 ) for converting the number of re-

constructed π0’s to the number of produced π0’s based on combining in the
two methods. The error is systematic error.

3.9 Cross Section and Systematic Errors

3.9.1 Luminosity Measurement

The machine luminosity is measured by the properties of the intersecting
beams: specially, the beam intensities, the transverse dimensions of the col-
lision diamond, and the beam repetition rate. The transverse size of overlap
between the beams is measured directly using Van der Meer scan, in other
word, Vernier scan. In the scan, one of the beams is systematically swept
across the other beam along one axis. By monitoring the rates in a trig-
ger counter and measuring the positions of the two beam, the width of the
overlap is measured along one direction. Then, the luminosity is written as

L =
f

2πσvσh

× ∑
i=1,55

(N1 ,N2 )i ,

where f is the revolution frequency (78kHz) for one bunch in the beam, σv

and σh are the vertical and horizontal width of the beam overlap measured
by the scan, and (N1 ,N2 )i is the product of the number of protons in 1-st
and 2-nd beams for i-th beam crossing.

During the run when the Van der Meer scan was performed, the cross
section for the minimum bias trigger results in 21.8mb. The systematic
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error is estimated from the three scans to be ±2.8mb at 2 sigma with an
additional absolute scale error of ±0.7mb at 1 sigma. We quote the final
error on the cross section as the linear sum of half of the 2 sigma error,
that is ±2.1 (9.6%). Based on an examination of the available world data,
the inelastic cross section is 42.2 ± 1.9 mb for collisions at

√
s of 200GeV.

Consequently, the trigger efficiency of events is 0.516 ± 0.051 (9.8%)

3.9.2 Cross Section for Each Triggers

The invariant π0 cross section, E ·d3σ/dp3, is equal to:

E ·d3σ/dp3 =
1

2π
· 1

pT
· d2σ

dpT dy

� 1

2π
· 1

pT

· d2σ

dpT dη
,

where pT is the transverse momentum of the pion, y is the rapidity, and η is
the pseudo-rapidity. The approximation of y ∼ η involves 1% correction at
pT of 1 GeV/c, 1/4% at 2 GeV/c, which is negligible relative to the other
systematic error.

The cross section for the minimum bias trigger is calculated according to
the following expression:

E ·d3σ/dp3 =
1

2π
· 1

L · N corr
π0

pT · ∆pT
(mbGeV−2c3) ,

with

N corr
π0 =

Nmini
π0 · Creco

π0 (pT ) · εconv&albedo
π0

εmini
π0 (pT )

, and

L =
Nmini

trig

21.8
(mb−1) ,

where ∆pT is the width of the pT bin, Nmini
π0

is the number of reconstructed
π0 in the minimum bias sample after the background subtraction, εmini

π0 (pT )
is the trigger efficiency of π0 in the minimum bias trigger, Creco

π0 (pT ) is the
reconstruction efficiency, εconv&albedo

π0 is the conversion and albedo correction,
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Nmini
trig is the number of the minimum bias triggered events, and 21.8 (mb) is

the effective total inelastic cross section as described in Section 3.9.1.
For the high-pT events, the cross section is obtained similarly as that in

the minimum bias events with

N corr
π0 =

Nhigh
π0 · Creco

π0 (pT ) · εconv&albedo
π0

εhigh
π0 (pT ) · εmini

π0 (pT )
, and

L =
Nmini

trig

21.8
· Nhigh

trig

Nmini.and.high
trig

(mb−1) ,

where Nhigh
π0

is the number of reconstructed π0 in the high-pT trigger sample,

εhigh(pT )π0 is the trigger efficiency of π0 in the high-pT trigger, Nhigh
trig is the

number of the high-pT trigger, and Nmini.and.high
trig is the number of the high-pT

trigger in which the minimum bias trigger is also fired. In both of these ex-
pressions, the pseudo-rapidity (η) and the azimuthal (φ) range are corrected
implicitly by Creco

π0 (pT ) from the PHENIX acceptance under the assumption
that the distributions of the π0 production for these variables are flat.

3.9.3 PbGl Analysis

The same data-set in the p+p collisions for both triggers is analyzed for the
PbGl in an independent method and group. We combine two independent
analyses for the final result as described in the next section, because the
combination of two results from two detectors has an advantage in terms
of reducing both systematic and statistical errors. In this section, a short
summary of the π0 analysis using the PbGl is described.

One of the large differences of two analyses between the PbSc and the
PbGl is on their energy calibration for each tower. As described in Sec-
tion 2.4, the PbGl is lead-glass Čerenkov calorimeter. When a charged hadron
penetrates the tower from the surface to the backward, no ionization energy
is deposited unlike the PbSc. However, the δ-electrons emitted by such the
charged particle due to its energy loss may produce Čerenkov light. The
Čerenkov light from the δ-electrons are not produced into the ordinary direc-
tion like the photon shower but typically into the transverse direction along
to the charged hadron, so they may or may not reflected in the wall of the
PbGl towers. The energy distribution in such process is partially reproduced
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by the GEANT simulation after careful research about the reflection material
surrounding each tower. Finally, we decide not to use the energy distribution
by the charged hadron for the purpose of the energy calibration.

Instead of using the charged particle, the photon are used for the cali-
bration for towers. The towers with similar incident angle are assumed to
have identical energy distribution. This assumption is used for the energy
calibration. The local slope in the energy distribution by the photons with
similar angle is determined for each tower and used to extract the gain.

Another large difference of two analyses is due to the energy distribution
by electrons and positrons. As discussed in Section 3.5.3, we try to extract
the E/p distribution using electron and positron samples. The peak of the
distribution is skewed to be lower than 1.0. We expect it is caused by the
TZR detector, which is sitting only in front of the PbGl. Finally, we decide
not to use the E/p distribution for determining the energy resolution.

Instead of using electrons and positrons, the energy resolution and its
uncertainty is determined only from the π0 width and to be σE/E = 12 ±
3% ⊕ 8.5%/

√
E(GeV ), where ⊕ denotes a quadratic sum. The constant

term of 12% is larger than 4.7% for the PbSc, which may be due to the
poor assumption in the gain adjustment, so that the smearing effect on the
pT distribution is larger than that in the PbSc. Although its uncertainty of
±3% is similar with ±2.6% for the PbSc, the propagated error on the π0

yield from the uncertainty is larger than that for the PbSc. The order of the
propagated error on the π0 yield is similar to the systematic uncertainty due
to the absolute energy scale.

The uncertainty of the absolute energy scale, which is 1.5%, is another
large contribution of the systematic error. The uncertainty on the π0 yield is
determined using the FastMC as described in Section 3.5 and to be 12% at
pT more than 8GeV/c, which is slightly larger than that (11%) for the PbSc.
The total systematic error after summing all contributions quadratically for
the PbGl is larger than that for the PbSc.

Because of the larger systematic error, the combination of two results
doesn’t reduce the total systematic error so much. However, in terms of
statistical error, we still have an advantage for combining two results. Also
we like to emphasize that the consistency of two independent analyses is
important to check the reliability of the result.
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3.9.4 Combination of Two Results

In this section, the procedure to combine two subsystems and two triggers are
described. The two results from two different triggers, the minimum bias and
the high-pT trigger, are consistent within the statistical error in the common
pT range. Because the statistical error in the minimum bias sample is worse
than that in the high-pT trigger, the weighted result would be contributed
only by the high-pT trigger. However, the trigger efficiency of π0 in the high-
pT trigger (εhigh

π0 (pT )) becomes smaller as pT decreases and the error of the
efficiency increases. So we decide to use the result of the high-pT trigger for
more than 4GeV/c, and that of the minimum bias trigger for others.

The two results from two independent subsystems, the PbSc and the
PbGl, are consistent within their systematic and statistical errors in mea-
sured pT range. Figure 3.19 shows the comparison of two results in the top
panel. the difference of the two in the bottom panel. The systematic errors of
the two except the common errors are added quadratically and shown in the
bottom panel. A fit by a constant results in that the χ2 is small (3.8). This
fact indicates that the systematic errors are overestimated or correlated. We
obtain the weighted average of the cross section as described in the Particle
Data Group [16]. The weighted average of the measured value N̄ with error
δN̄ at each pT bin is determined through

N̄(pT ) ± δN̄(pT ) =

∑
i wi(pT ) Ni(pT )∑

i wi(pT )
±

(∑
i

wi(pT )

)−1/2

,

where wi(pT ) is 1/(δNi(pT ))2 , Ni and δNi are the measured value and the
error respectively by i = 1 (PbSc), 2 (PbGl). The total error δN(pT ) is as
follows:

(δNi(pT ))2 = (δN stat
i (pT ))2 + (δN syst

i (pT ))2 .

The separate statistical and systematic terms are calculated using the ex-
pressions:

δN stat
i (pT ) =

√√√√ 1

N

wi(pT ) (δN stat
i (pT ))2∑

i wi(pT )
, and

δN syst
i (pT ) =

√√√√ 1

N

wi(pT ) (δN syst
i (pT ))2∑

i wi(pT )
.
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Figure 3.19: Comparison of two results in PbSc and PbGl with only statistical
errors in the top panel. In the bottom panel, the statistical and systematic
(except the common errors) errors are added quadratically.

The common systematic errors for both measurements (PbSc and PbGl)
are not included in the calculations above. They are 3% on the trigger
efficiency of π0 in the minimum bias trigger (εmb

π0 (pT )) and 9.6% of global
normalization error. In the final result, the former error is quadratically
added to the systematic errors calculated from the equation and the latter
one is quoted separately.

Finally, the averaged pT is defined as pT for which the cross section is
equal with its average over the bin. To calculate the averaged pT , the data
points are fitted with Hagedorn-type function [114], f(pT ) = c(1 + pT /p0)

−n

iteratively. The fitted function is used to calculate the averaged pT .
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Results and Discussion

4.1 Results

The differential cross section of the π0 production in the p+p collisions at
√

s
of 200GeV and the systematic error for each PbSc and PbGl are tabulated
in Table 4.1 and Table 4.2. Figure 4.1 shows the cross section as a function
of pT with only the statistical error in the top panel and the statistical and
systematic error in the bottom panel of the figure. In Table 4.2, the system-
atic uncertainty on N raw

π0 is tabulated as yield extraction. Two errors related
to the energy scale and the acceptance stability are selected from the sys-
tematic uncertainty on Creco

π0 (pT ). The rest of the systematic uncertainty on

Creco
π0 (pT ) and the systematic uncertainty on εhigh

π0 (pT ) and εmini
π0 (pT ) are added

quadratically and tabulated as the error on yield correction in the table.
The 8th order of magnitude on the cross section is obtained in the wide

pT range from 1.22 to 13.25GeV/c. The spectrum as shown in the top panel
shows a smooth curve as a function of pT . When we connect two adjoining
points by a straight line, we can define a local slope as the slope of the line for
each pair of data points. The local slopes are not constant in the measured
pT range. Specifically, they are steeper in the lower pT than that in the higher
pT . This shape is very typical in the particle production in the high energy
collisions. In the next section, we will discuss the shape in terms of the xT

scaling.
Because the two results of the PbSc and the PbGl are consistent within

their statistical and systematic error, the combining two results allow us to
reduce the errors. The systematic error of 9.6% on the global scale coming

81
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inv. cross stat. syst.
pT bin p̄T section error error

(GeV/c) (GeV/c) (mb·GeV−2·c3) (%) (%)
1.0-1.5 1.22 3.73 · 10−1 1.6 7.3
1.5-2.0 1.72 6.05 · 10−2 1.8 7.1
2.0-2.5 2.22 1.22 · 10−2 2.5 7.1
2.5-3.0 2.73 3.31 · 10−3 3.6 7.2
3.0-3.5 3.23 9.98 · 10−4 5.7 7.3
3.5-4.0 3.73 3.39 · 10−4 7.3 7.7
4.0-4.5 4.23 1.19 · 10−4 2.4 8.3
4.5-5.0 4.73 4.73 · 10−5 4.2 8.5
5.0-5.5 5.23 2.21 · 10−5 5.0 8.7
5.5-6.0 5.74 1.11 · 10−5 4.5 9.2
6.0-6.5 6.24 5.00 · 10−6 6.3 9.5
6.5-7.0 6.74 3.00 · 10−6 7.7 9.8
7.0-8.0 7.45 1.08 · 10−6 8.8 10.1
8.0-9.0 8.46 4.85 · 10−7 12.0 10.8
9.0-10.0 9.46 1.64 · 10−7 19.3 11.0
10.0-12.0 10.86 5.07 · 10−8 22.3 11.7
12.0-15.0 13.25 9.76 · 10−9 41.3 15.6

Table 4.1: Invariant cross section for inclusive π0 production in p+p colli-
sions at

√
s = 200 GeV with the statistical uncertainty, and the systematic

uncertainty for each pT bin. The absolute normalization error of 9.6% is not
included.

% Error (PbSc) % Error (PbGl)
pT (in GeV/c) 1.2 10.9 1.2 10.9
Energy Scale 3 11 6 12
Yield Extraction 7 4 5 5
Yield Correction 3 6 6 11
Acceptance Stability 4.5 4.5 3 2
Total 9 14 10 17

Table 4.2: Summary of the sources of systematic errors on the π0 yields
and the total systematic error for pT of 1.2 and 10.9 GeV/c. The absolute
normalization error of 9.6% is not listed.
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Figure 4.1: (top) Invariant cross section for inclusive π0 production with
only the statistical error bar. (bottom) Statistical (bar) and systematic (band)
errors. The absolute normalization error of 9.6% is not shown.
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from the uncertainty of the luminosity measurement is not shown in both
panels in the figure. The uncertainty of the energy scale is the largest con-
tribution on the systematic error. The total systematic error depends on pT

and are from 7% to 15% as shown as the bands in the bottom panel. In the
higher pT than 8GeV/c, the statistical error is larger than the systematic
error. The statistical error at the highest pT , 13.25GeV/c, is about 40%.

In Section 4.2, we will compare the obtained result with the results in
other experiments. The xT scaling property of the present result will be
discussed in Section 4.3. As described earlier, this work is motivated by
two physics interests: providing a testing ground of pQCD and providing a
reference data for the QGP search. We will discuss each in Section 4.4 and
Section 4.5, respectively.

4.2 Comparison with Other Experiments

In this section, we compare the present result with results of the π0 pro-
duction in different

√
s at pseudo-rapidity (η) of around 0 from other ex-

periments. As discussed in Section 1.1, the π0 production at |η| ≈ 0 were
measured in the p+p collisions at

√
s up to 63GeV and in the p+ p̄ collisions

at
√

s up to 540GeV. All of the published papers and preprints of the π0

measurement are carefully examined and hep database [115] are used for the
numerical values. Some experiments don’t provide their numerical values in
either paper or database.

In some experimental setup, two photons decayed from a π0 with higher
pT are unresolved because the opening angle of two photons are smaller than
the position resolution of the detectors. So the signal of π0 in the detector
cannot be distinguished from η decay and direct-γ. Such η and direct-γ
contribution were not subtracted in some of them. The η [116] production
was estimated as between 5% to 30% and the direct-γ [117, 118] production
was smaller than 30%, which depend on their

√
s and pT . In total, their yield

compared with the π0 yield is not bigger than 50%. Because the contribution
depends on the detector configuration strongly, we decide not to correct the
effect in the data.

Some of the experiments at ISR colliders did not provide the systematic
error on the cross section but on the scale of the measured pT . We assign 25%
error on the cross section when the systematic error on pT is 5% , which was
quoted by most of the experiments. Many of the experiments provided their
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mean pT weighted by the measured cross section for each pT bin. However,
the results by R806 [53, 54] and E706 [64] were shown only in the pT bin, i.e.,
the minimum and maximum pT of the each pT bin. In the next section, we
will compare the results with an NLO pQCD calculation. For the purpose
of comparing all data within the same framework, we calculate the mean pT

value for each pT bin for only the E706 data since their bin width is too large
as discussed in Appendix D.

Figure.4.2 shows a comparison of the obtained result at
√

s of 200GeV
with other results at

√
s between 20GeV and 540GeV. The data in the figure

are scaled by a constant so that we can compare the slope as a function of pT .
The pT distributions for each

√
s without the scale are shown in Appendix D.

The present result labeled as PHENIX covers an intermediate
√

s region
between the ISR and the SPS colliders. The obtained result provides a
unique test for the pQCD.

For the lowest
√

s of ≈ 20GeV in the figure, the local slope at pT from 1 to
6GeV/c doesn’t change. However, as

√
s goes higher, the distributions show

a sort of bend at pT of around 5GeV/c. especially for
√

s of 200GeV and
540GeV. In those

√
s region, the slope at the higher pT than the bend point

becomes flatter than that at lower pT , which can be explained by the hard
interaction in hadrons. Unlike the behavior at the higher pT , the slope in
lower pT shows less dependence on

√
s. As pT becomes lower, all the slopes at

different
√

s seem to converge into a similar slope. This independent behavior
on

√
s in the low pT may be explained by soft interaction in the collisions.

From the above comparison, we will discuss with the present result in terms
of hard and soft interaction.
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Figure 4.2: Comparison of the inclusive π0 production at
√

s between 20GeV
and 540GeV. Only the statistical errors are shown.
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4.3 xT Scaling

The point-like structure in protons was observed in deep inelastic scatter-
ing (DIS) in 1968 [3]. The proton structure function is independent on Q2

and is scaled by a scaling variable. Bjorken [119] suggested that the fact is
due to the point-like interaction of partons. In the similar analogy of the
point-like scattering in the DIS, the xT scaling property, where the xT is
defined as 2pT /

√
s, in the hadron production from hadron collisions were in-

troduced by Cahalan et al. [120]. In this section, we examine the xT scaling
of the present result together with other results.

The basic formalism of the hadron production from hadron collisions is
written as Equation (1.2) in Section 1.1. For the hadron production at the
pseudo-rapidity of 0, the equation can be approximated by the following
formulae:

E
d3σ

dp3
≈ (

√
s)−n × F(xT ) , (4.1)

where n is constant named as the power index and F(xT ) does not depend
on

√
s.

The naive parton model has n = 4 in the leading order and n = 4 +
α in the next-to-leading order. In the approximation, however, there are
two assumptions: 1) the Q2 scaling of the PDF and FF 2) the coupling
constant (αs) is independent on Q2. Since the assumptions are violated as
discussed in Section 1.1, the power index is not constant and is a function
of xT and

√
s. As

√
s increases, the power index is expected to decrease

since the running coupling constant decreases and Q2 scale breaking becomes
smaller and smaller. The R108 collaboration [51] has reported n = 6.3 in√

s between 20 and 63GeV and in the xT range between 0.1 and 0.5. In this
section, we follow their conclusion. We examine the obtained result together
with other results which were obtained at

√
s of more than 63GeV in the

form of
√

s
6.3 × E d3σ

dp3 .
Figure 4.3 shows a comparison between the present result and other re-

sults at
√

s between 60 and 540GeV. Only the data points at pT more than
4GeV/c for 63GeV data and 2GeV/c for 200GeV and 540GeV are used in
the comparison. There is a common range of the measured xT between the
present result and other results at

√
s of 540GeV by the UA2 collaboration

and of 63GeV at the ISR collider. The figure shows good agreement on each
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Figure 4.3:
√

s
6.3×E d3σ

dp3 at
√

s between 60 and 540GeV. The statistical errors

are shown in the figure. Only the data points at pT more than 4GeV/c at√
s=63GeV and 2GeV/c at

√
s >100GeV are compared. The present result

labeled as PHENIX together with other results shows the xT scaling property.
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other in the measured xT range between 0.005 and 0.5 and in
√

s range be-
tween 60 and 540GeV. We conclude that the scaling property reported by
the R108 collaboration is valid at

√
s up to 540GeV. This scaling property

indicates that the present data are dominated by the point-like interaction.

4.3.1 Meson Exchange Model

In this section, one of models for the soft interaction is explained and is used
to investigate whether the xT scaling property can be described by the model.

The constituent interchange model (CIM) [121] was proposed in 1972.
The model predicts that the hadronic bremsstrahlung from the incident par-
ticles and the interaction between the produced meson and quark can describe
the particle production with large transverse momentum in hadron collisions.
In the case of proton collisions, the proton beam behaves effectively like a
meson beam with much lower energy in the model. Figure 4.4 represents a
schematic view of basic idea in the model. Unlike pQCD, this model is based

fM
(x
i,
µF

)

σ(pi,pj,pk,αs,Q2/µR)

f(
xj
,µ

F
)

hadron 1

hadron 2

meson 3

pj

pi p
k

m
e
so

n
 2

Figure 4.4: Diagram for the meson production in the constituent interchange
model (CIM) [121] in the reaction of 1+2 → 3. A virtual meson is produced
through a bremsstrahlung process from hadron.
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on the meson (soft) interaction. As similar to Equation (4.1), the model
calculation suggests that the differential cross section can be written as the
following formulae:

E
d3σ

dp3
= C · p−n

T · (1 − xT )m

=
√

s
−n × C

′ · x−n
T · (1 − xT )m,

where C and C
′
are constant and n is named as power index. The prediction

of the CIM model is n = 8 and m = 9.
The first measurement of the power index for π0 was performed by the

CCR [47] collaboration. The Chicago-Princeton (CP) [122] collaboration
concluded n = 8.2 ± 0.5 for π± production and summarized that all of the
existing results at that time are consistent with n = 8. Figure 4.5 shows√

s
n × E d3σ

dp3 measured by the CCR [47] and the CCRS [48] collaborations
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Figure 4.5:
√

s
n × E d3σ

dp3 in varied n = 8.6 (upper) and n = 6.3 (lower) by

(A)the CCR [47] and (B)the CCRS [48] collaborations at
√

s between 20 and
63GeV. Due to the limited statistics, most of the data are sitting at the xT of
less than 0.3. Only the statistical errors are shown. The upper comparison
of n = 8.6 shows better agreement than the lower one.
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with varying the power index of 6.3 and 8.6. The index of 8.6 is the best
value obtained by the CCR collaboration. The comparison in various

√
s

between 20 and 63GeV shows that the data agrees to the prediction with
n = 8.6 better than that with n = 6.3. Due to the limited statistics, most of
the data points were in xT < 0.3 region.

However, a pQCD calculation considering only the interaction between
quarks and gluons predicts the power index of n=4 in the leading order and
n = 4 + α in the higher order. The

√
s dependence on the power index can

be a good probe for distinguish of two different models. Figure 4.6 shows
the comparison made by the R806 [53] and the R108 [51] collaboration. The
n = 6.3 is the best value from the R108 collaboration in their xT and

√
s

range as shown in the figure. The two comparison in Figure 4.5 and Figure 4.6
are performed in same

√
s range. The only difference is that the latter are

performed in higher xT region because of their higher statistics of the data.
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Figure 4.6:
√

s
n × E d3σ

dp3 in varied n = 8.6 (upper) and n = 6.3 (lower)

by (A)the R806 [53] and (B)the R108 [51] collaborations at between 20 and
63GeV in the xT of up to 0.5. Only the statistical errors are shown. The
upper comparison (n = 8.6) start to diverge at the xT of more than 0.3. The
R108 collaboration concluded n = 6.3 is the best value in their kinematic
range.
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This discrepancy is very interesting for understanding the present result.
As discussed in the previous section, the steep slope of the obtained result
at the lower pT may be contributed by the soft interaction. We examine
the present result together with other results in the form of

√
s
8.6 × E d3σ

dp3 .
Figure 4.7 shows a comparison between the present result and other results
at

√
s between 60 and 540GeV when using the power index of n = 8.6. Only

the data points at pT more than 4GeV/c for 63GeV data and 2GeV/c for
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Figure 4.7:
√

s
8.6×E d3σ

dp3 at
√

s between 60 and 540GeV. The statistical errors

are shown in the figure. Only the data points at pT of more than 4GeV/c at√
s=63GeV are compared. There appears an apparent discrepancy between

data.
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200GeV and 540GeV are used in the comparison. The figure shows a clear
dis-connectivity in the entire xT range. The local slope of the present result
and other results are apparently different.

A conclusion in this section is that the present result at
√

s of 200GeV
provides an important reference to distinguish the power index at higher

√
s

region. The simple comparison shows the CIM model fails to describe the xT

scaling property. We conclude the present result, the π0 production at
√

s of
200GeV, is not dominated by the meson exchange interaction, which is one
of models for the soft interaction. In the next section, we describe an NLO
pQCD calculation and compare the present result with the calculation.

4.4 Comparison with NLO pQCD

In this section, the present data is compared with an NLO pQCD calculation
in the context of the motivation, which is providing a testing ground of the
pQCD. First of all, we explain the parameters of the calculation.

An NLO pQCD calculation is performed using the PHOX [123] software,
whose original code was created by F. Aversa et al. [65] and P. Aurench
et al. [66]. The CTEQ6M [24, 75] is used for the parton distribution func-
tion (PDF) and KKP [43] is used for the fragmentation function (FF). Both
renormalization and factorization scales are set to be equal (µ = µF = µR)
and to be varied by 1/2 pT , pT , and 2 pT .

Figure 4.8 shows the present data compared with the NLO pQCD calcu-
lation. The three calculations using the scales of 1/2 pT , pT , and 2 pT are
shown by three solid lines from top to bottom, respectively. In the pQCD
calculation, the factorization and renormalization scale may approach the
starting scale Q0 (=1GeV) of the QCD evolution. So the calculation using
the scale of 1/2 pT are performed at pT of more than 2GeV/c. The present
data labeled as PHENIX is consistent with the calculation using the scale of
µ = pT (middle line) in the lower pT region. In the higher pT region, the data
are sitting between the calculations at µ = pT and µ = 2pT . The data are
consistent with the NLO pQCD calculation within their deviation when us-
ing the three different scales. We conclude that the NLO pQCD calculation
can describe the present data.



CHAPTER 4. RESULTS AND DISCUSSION 94

)c(GeV/Tp
0 2 4 6 8 10 12 14 16

)3 c
-2

 (
pb

G
eV

3
/d

p
σ3

E
d

10

10
2

10
3

10
4

10
5

10
6

10
7

10
8

NLO pQCD

CTEQ6M PDF / KKP FF

T, 2pT, pT=1/2pµ

=200GeVsPHENIX 

Figure 4.8: Comparison Differential cross section of π0 production at
√

s
of 200GeV an NLO pQCD calculations with CTEQ6M [24, 75] PDF and
KKP [43] FF are shown in three scales of 1/2pT (top), pT (middle), and
2pT (bottom). Only the statistical errors are shown.
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4.4.1 Comparison of Fragmentation Functions.

In this section, we examine the different fragmentation functions. We explain
that the present data provides an ideal reference for the determination of the
fragmentation function, especially from the gluon jet.

Figure 4.9 shows ratios of the present data to the NLO pQCD calcu-
lation at the scale of µ = pT using various fragmentation functions (FF):
Kretzer [42], BKK [41], and KKP [43] fragmentation functions from top to
bottom. Also the ratios of the pQCD calculations at µ = 1/2pT , µ = pT ,
and µ = 2pT to that at µ = pT are shown as solid lines for each FF.
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Figure 4.9: Ratios of the present data with only the statistical error to the
NLO pQCD calculations at the scale of µ = pT when using Kretzer [42],
BKK [41], and KKP [43] fragmentation functions. The ratios of the pQCD
calculations at µ = 1/2pT , µ = pT , and µ = 2pT to that at µ = pT are shown
as solid lines, respectively. The CTEQ6M [24, 75] PDF are used commonly.
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As well as discussed in previous section, the NLO pQCD calculation using
KKP FF can describe the present data at the scale of µ = pT in the lower pT

and at the scale of µ = 2pT in the higher pT . The NLO pQCD calculation
using BKK FF shows similar behavior as that using KKP FF except of the
global normalization. The ratio to the BKK FF is shifted by a factor of about
1.5 from the ratio to the KKP FF. Nevertheless, we conclude that the NLO
pQCD calculation using BKK FF describes the present data. From the above
comparison in both FFs, a large uncertainty on choices of the renormalization
and factorization scales of ±50% remains in the NLO pQCD calculation.
However, the NLO pQCD calculation using Kretzer FF shows very different
behavior. The figure shows the ratio using Kretzer FF is apparently higher
than one in the lower pT , which means the calculation underestimates the
yield. The ratio is about 3 at pT of around 3GeV/c. The ratio becomes close
to one as pT becomes higher than around 8GeV/c. We conclude that the
NLO pQCD calculation using the Kretzer FF fails to describe the data.

These different behavior with the three FFs is due to the fragmentation
from the gluon jet. Figure 4.10 shows the fraction of gluon and quark jet for
the π0 production as a function of π0 pT . The figure is obtained from the
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Figure 4.10: Fraction of gluon (dotted red line) and quark (solid black line)
jet for the π0 production obtained from the NLO pQCD calculation with
CTEQ6M [24, 75] PDF and KKP [43] FF at the scale of pT .
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NLO pQCD calculation when using the KKP FF and the scale of pT . In the
lower pT than 8GeV/c where the discrepancy from three FFs are observed,
the π0 production is dominated by the gluon jet. This can be explained by
the parton distribution in the proton. In the small x region, the gluon is a
dominant parton.

Figure 4.11 [42] shows the fragmentation function from the gluon jet as a
function of z from the OPAL collaboration [38] at

√
s of 161GeV. In the figure,

three different FFs are compared: Kretzer [42], BKK [41], and a leading-
order FF from the DELPHI [39] collaboration. As discussed by Kretzer,
there remains a large uncertainty on the gluon fragmentation function at the
high z region because of the poor statistics on the 3-jet events. The figure
shows the Kretzer FF is apparently lower than BKK FF at z>0.5. They
differ by a factor of 10 at the maximum.

A natural question is about z range in which we have observed the π0

production at
√

s of 200GeV. Because both the fragmentation function and
the pT distribution of jet production are steep, the z distribution, which
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Figure 4.11: As shown in [42], the gluon fragmentation function (FF) mea-
sured by the OPAL collaboration [38] at

√
s of 161GeV are compared with

Kretzer [42], BKK [41], and a leading-order FF from the DELPHI [39] col-
laboration.
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contributes to π0 production at low pT , spreads widely from 0 to 1 and peaks
at around 0.5. The contribution from the lower z is suppressed because of the
steep pT distribution of jet In the same analogy, the contribution from the
higher z is suppressed because of the steep distribution of the FF. Thus, the
deviation between two FFs at the z more than 0.5 affects the π0 spectrum.
The failure of the Kretzer FF can be explained by the gluon fragmentation
at the higher z region.

In summary, the uncertainty on the renormalization and factorization
scale, which is derived from three scales, is order of ±50% in the NLO pQCD
calculation. Within that level, the NLO pQCD calculation using KKP and
BKK FF are consistent with the present data. However, the Kretzer FF fails
to describe the present data. This discrepancy is due to the large uncertainty
on the gluon FF at z larger than 0.5. A conclusion in this section is that
the present data, the cross section measurement of the π0 at

√
s of 200GeV,

provides an ideal reference for the fragmentation function, especially for the
gluon fragmentation function.

4.4.2
√

s Dependence.

In this section, we examine the
√

s dependence of the present data together
with other data. We discuss the uncertainty on the renormalization and
factorization scale in the NLO pQCD calculation.

Figure 4.12 shows a comparison between the present data with only the
statistical error and the pQCD calculation using the KKP [43] fragmentation
function. The comparison of other data at

√
s = 23GeV by CCRS [48] and

WA70 [59], at
√

s = 62GeV by CCRS [48], Eggert et al. [49], R806 [53], and
R807(AFS) [53], and at

√
s = 540GeV by UA2 [61] are also shown in the same

figure. All the data shown in the figure are from resolved π0 measurement or
are corrected for the contamination of the η and the direct-γ. In the pQCD
calculation, the scales of 1/3 pT , 1/2 pT , and pT at

√
s ≈ 23GeV and the

scales of 1/2 pT , 1 pT , and 2 pT at
√

s > 23GeV are used. For most of data
at the ISR collider and at fixed target experiments, the measured range of η
is assumed to be less than ±0.01 in the calculation because it’s not clearly
shown. The figure shows that all the data at

√
s from 20 to 540GeV are

consistent with the pQCD calculation using three selected scales. From the
comparison, we conclude the pQCD calculation can describe the present data
and all the data at the wide

√
s range from 20 to 540GeV. The NLO pQCD

calculation covers, for example, over 5th order of magnitude (10pb/GeV2 to
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Figure 4.12: Differential cross section of π0 production at
√

s = 23GeV
by CCRS [48] and WA70 [59], at

√
s = 62GeV by CCRS [48], Eggert et

al. [49], R806 [53], and R807(AFS) [53], at
√

s = 540GeV by UA2 [61],
and the present data labeled as PHENIX. An NLO pQCD calculations with
CTEQ6M [24, 75] PDF and KKP [43] FF are shown in three scales of
1/3pT (top), 1/2pT (middle), and pT (bottom) for

√
s ≈ 23GeV and those

of 1/2pT (top), pT (middle), and 2pT (bottom) for
√

s > 60GeV. Only the
statistical errors are shown.
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Figure 4.13: Ratios of the cross section of π0 production at
√

s = 23GeV
by CCRS [48] and WA70 [59], at

√
s = 62GeV by CCRS [48], Eggert et

al. [49], R806 [53], and R807(AFS) [53], at
√

s = 540GeV by UA2 [61],
and the present data to an NLO pQCD calculation obtained with the scale of
µ = 1/2pT for

√
s ≈ 23GeV and of µ = pT for

√
s >20GeV. The ratios of

the NLO pQCD calculation with the three scales are shown. The systematic
and statistical errors are added quadratically and shown in the ratios.
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105pb/GeV2) at pT of 5GeV/c.
Figure 4.13 shows ratios of the data to the pQCD calculation. The sys-

tematic and statistical errors are added quadratically and shown in the ra-
tios. As discussed before, the factorization and renormalization scale may
approach the starting scale Q0 (=1GeV) of the QCD evolution. Especially at
the scale of 1/3 pT , the parton densities are not constrained by data. To avoid
this problem, the comparison is performed at larger pT than 2GeV/c. The
ratios of the data to the calculations show that the data can not be explained
by calculations using single scale. As discussed before, the present data la-
beled as PHENIX and the UA2 data are consistent with the calculation using
the scale of pT in the lower pT and decreases down to the level at the scale
of 2 pT gradually as pT increases. However, different behavior is observed at
the lower

√
s. The data at the lower

√
s than 63GeV are consistent with the

calculation at the scale of µ = 1/3pT . This fact indicates that selection of
scale and its

√
s dependence on the scale is essential to reproduce the data.

In order to describe all the data by an NLO pQCD calculation, the renormal-
ization and factorization scales need to be chosen properly depending on the
measured kinematic region. The best scale in which the calculation repro-
duces the data increases systematically as

√
s increases. For more thorough

comparison, we also compare the data from other experiments with the NLO
pQCD calculation as shown in Appendix D. They show consistent behavior
as those in Figure 4.13.

In the rest of this section, we discuss the choice of the scales in different√
s. As discussed in [66], soft gluon radiation is important so it is not easy to

verify the principle of minimum sensitivity criterion for the scale selection.
This means that the higher order correction is large so that the prediction
of the NLO pQCD calculation is quite unstable under changes of the scales.
In order to improve the knowledge of the soft gluon radiation, a next-to-
next-to-leading-order (NNLO) pQCD calculation are recently performed in
direct photon production [124]. For the NNLO calculation in hadron pro-
duction, the fragmentation function using the NNLO evolution, which is not
yet obtained, is necessary

The collinear process, which is the gluon radiation from parton with small
transverse momentum, is the main source of the soft gluon. In the pQCD
calculation, such soft gluon with smaller transverse momentum than the fac-
torization scale is cut off as discussed in Section 1.1, thus it is related to
the uncertainty of the scale. The sophisticated factorization scheme [125] to
re-sum the collinear process have been proposed. However, the contribution
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of the collinear process is sometimes treated as the transverse component of
the initial parton’s momentum in hadron, which is named as kT smearing
effect. The first observation of the initial kT smearing effect is reported in
the lepton pair measurement for the Drell-Yang process. The lepton pair pro-
duction shows a wide pT distribution, whose width is believed to be caused
by the initial kT smearing of the quark and anti-quarks in the hadron. The
values of the initial kT of the quark can be estimated as 1/

√
2 of the lepton

pair pT . As well as the lepton pairs, other measurements of muon, pion, and
jets pairs in proton-proton or proton-antiproton collisions show a logarith-
mical increase [126] of the width of the pT distribution with increasing

√
s.

An extrapolation of the initial kT to
√

s of 200GeV is 2 − 3GeV, which is
apparently larger than an expectation (0.3-0.5GeV/c) from the proton size.
In the comparison between the direct photon measurement and an NLO
pQCD calculation, a classical treatment of the initial kT smearing has suc-
ceeded [127] to describe the direct photon production. In order to study the
scale selection, we need to study the effect carefully.

A conclusion in this section is that the NLO pQCD calculation can de-
scribe the inclusive π0 measurement in wider range of

√
s from 20GeV to

540GeV only when the renormalization and factorization scales are chosen
depending on the kinematic region.
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4.5 Comparison with Au+Au Collisions

In this section, the π0 measurement in p+p collisions and in Au+Au collisions
are compared. Figure 4.14 shows the π0 measurement in Au+Au central col-
lisions with less than 10% centrality and in the peripheral collisions from 80%
to 92% centrality [90]. The centrality is estimated by the particle production
at BBC and ZDC. We define that the 0% centrality means the head-on colli-
sions. The obtained result in this work is divided by the total inelastic cross
section of the p+p collisions and multiplied by a number of collisions (〈Ncoll〉)
which is the average number of nucleon+nucleon collision in an Au+Au col-
lision estimated by the Glauber model [89]. The model calculation results in
that the 〈Ncoll〉 is 955.4 ± 93.6 in the central collisions and 4.9 ± 1.2 in the
peripheral collisions.

The comparison between the p+p collisions and the peripheral Au+Au
collisions shows a good agreement within the systematic error of 〈Ncoll〉 ,
which is shown as bands in the figure. The systematic error of 〈Ncoll〉 in the
peripheral collisions, which is ± 25%, is originated from the validity of the
Glauber model and from imperfect knowledge of the Au+Au collisions. The
uncertainty is mainly on the particle production from collisions in the for-
ward region where the BBC and ZDC are sitting and the density distribution
especially in the skin of the Au nucleus. The agreement in the peripheral col-
lisions within the bands represents that the validity of the Glauber model and
that the peripheral collisions can be described as an incoherent superposition
of nucleon+nucleon collisions.

In the central collisions, the Au+Au result shows a large deviation and
notably below the scaled p+p collisions even with the systematic error on
〈Ncoll〉 of ± 10%. The ratio of the Au+Au central collisions to the present
result is around 20-30%, which depends on the measured pT . This suppres-
sion in the Au+Au collision is consistent with the theoretical model, jet
quenching, which is predicted as a QGP signature [80].

In summary, the result in the Au+Au peripheral collisions is consistent
with the present result in the p+p collisions scaled with the 〈Ncoll〉. This
consistency indicates that the Glauber model is valid in our kinematic re-
gion. A significant suppression of the π0 production in the Au+Au central
collisions compared to the present result scaled with the 〈Ncoll〉 has been
discovered. This suppression indicates that the π0 production in the Au+Au
central collisions can not be explained by an incoherent superposition of the
nucleon+nucleon collisions, but can be explained by a model, in which the
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QGP is created in the collisions. We conclude that the present result provides
a crucial data for the QGP search.

)c(GeV/Tp
0 2 4 6 8 10 12 14

-2 )c
dy

 (
G

eV
/

T
N

/d
p

2
] d

ev
t

N
Tpπ

1/
[2

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

1

10

>)colp+p (Scaled by <N

Au+Au Peripheral 80-92%

Au+Au Central 0-10%

Figure 4.14: π0 yields per event as a function of pT for 60− 80%(lower) and
0 − 10%(upper) centrality event samples with references of the π0 yield per
collision in N+N collisions multiplied by the averaged number of collisions
(< Ncoll >) estimated by the Glauber model [89].



Chapter 5

Conclusion

We report the cross section of the neutral pion (π0) production from the
proton-proton collisions at

√
s of 200GeV at the PHENIX experiment. We

have measured the cross section at pT from 1.22GeV/c to 13.25GeV/c in
the pseudo-rapidity coverage of -0.35 to 0.35. This is the neutral pion mea-
surement at the highest energy in the world as the proton-proton collisions.
During 2001–2002, the Relativistic Heavy Ion Collider (RHIC) was success-
fully operated as the first polarized proton collider. The data were collected
using the minimum bias trigger and newly installed high-pT trigger. The
high-pT trigger is essential in enhancing the sample of neutral pions at high
pT by a factor of about 50. The analyzed data consists of 16M events of
the minimum bias trigger and 18M events of the high-pT trigger, which are
equivalent to the beam luminosity of 39nb−1.

Two photons from π0 are detected by the PHENIX electro-magnetic
calorimeter. The uncertainty of the energy scale is the largest source of
the systematic error on the π0 measurement. The total systematic error is
7% to 15% depending on the measured pT . The normalization error, which
is the error on the luminosity, is 9.6%. In pT higher than 8GeV/c, the sta-
tistical error is larger than the systematic error. The statistical error at the
highest pT is about 40%.

The obtained cross section is compared with other measurement from
p + p and p + p̄ collisions in wide range of

√
s from 20 to 540GeV. The

present result together with other results are examined for the xT scaling
property in the form of

√
s

n×E d3σ
dp3 . The results can be described by a single

function of xT when using n = 6.3, which is consistent with the R108 collab-
oration [51]. This scaling property over the wide

√
s range from 60GeV to
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540GeV indicates the point-like interaction in the collisions. The constituent
interchange model (CIM), which predicts n = 8, is apparently ruled out.

In this work, we have a motivation to provide a testing ground of pertur-
bative Quantum ChromoDynamics (pQCD). The present data are compared
with a next-to-leading-order (NLO) pQCD calculation with the CTEQ6M [24,
75] parton distribution function (PDF). In the NLO pQCD calculation. the
uncertainty on the renormalization and factorization scale, which is derived
from three scales, is order of ±50%. Within that level, the NLO pQCD cal-
culation using the KKP [43] and the BKK [41] fragmentation function (FF)
are consistent with the present data. However, the calculation using the
Kretzer [42] FF fails to describe the present data. This discrepancy is due
to the large uncertainty on the gluon FF at z larger than 0.5. We conclude
that the present data provides an ideal reference for the determination of the
fragmentation function, especially from the gluon jet.

The present data together with other data in various
√

s can be described
well by the NLO pQCD calculation only when the proper scales are chosen
for the measured kinematic region. At

√
s of 20 – 540GeV, the best scale

in which the calculation reproduces the data increases systematically as
√

s
increases. We conclude that the best scale is µ = pT at

√
s of 200GeV.

The present result is compared with the π0 production in the Au+Au
collisions at

√
s of 200GeV. After multiplying an averaged number of colli-

sions calculated by the Glauber model, the present result is consistent with
the result in the peripheral Au+Au collisions. This fact is a proof of that
the averaged number of collisions calculated by the Glauber model is correct.
In the comparison with the central Au+Au collisions, a notable decrease of
the π0 yield in the central collisions is observed, which is consistent with the
jet quenching scenario as a QGP signal. We conclude that the present result
provides a crucial data for the QGP search.
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Appendix A

Beam Test for EMCal
Performance

The calorimeter’s energy resolution, linearity and hadron rejection had al-
ready been measured at BNL-AGS in the energy range up to 7GeV [103].
In order to extend these measurements to the energy range up to 80GeV, a
beam test [104] was performed at the CERN-SPS H6 beam line in 1998. In
this section, we explain the setup of the test beam and the analysis for the
PbSc.

The purpose of the test is to investigate the performance of the calorimeter
in the energy range up to 80GeV and, in particular, the linearity of response
versus beam energy. Since our goal in PHENIX is to measure prompt photon
and π0 production cross sections with the calorimeter within 10% errors, it is
important to understand the linearity of the calorimeter at the level of 2%.

A.1 Setup

Figure A.1 shows setup of the beam test. One PbSc super-module and four
PbGl super-modules were located at the H6 beam line and were tested with
electron beams in the momentum range of 10GeV/c to 80GeV/c and π+

beams of 40GeV/c. They were placed on a movable platform to change the
position and angle of the incident beam. A delay-line wire chambers (DWC) [128]
was located just in front of the calorimeter to measure the beam incident po-
sition. The position dependence of the energy deposit were measured and
corrected using the DWC. Two scintillators, S1 and S2 were used as trigger
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counters and two other scintillators (muon counters) were set behind iron
blocks to identify muons in the beam. There was a Čerenkov Differential
counter with Achromatic Ring focus (CEDAR) further upstream of the S1
for electron identification.

We used the 10GeV/c muon beams for tower-by-tower gain adjustment
of the towers in addition to the electron beams. For time-dependent gain
drift correction of the PbSc calorimeter, we used a laser monitoring system
[102].

0m

5m

10m

15m

DWC

S1

S2

muon counters

iron block

PHENIX

PbSc+PbGl

CERN SPS

H6 beam line

movable platform

Figure A.1: Setup of the beam test at CERN.

The DWC has good position resolution of 0.2mm and high detection
capability of 2×105 particles/sec. It consists of one anode-wire plane and
two cathode wire planes The cathode planes have 2mm wire spacing. Their
wires are connected with a delay-line through which signals are read out
by TDC modules. The timing information corresponds linearly to position
information. The active area is 100×100 mm2.
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A beam trigger was composed of the S1(“S1”), the S2 (“S2”) and two
muon counters (“µ”). An electron trigger was made by S1 ⊗ S2 ⊗ µ̄ and
a muon trigger was made by S1 ⊗ S2 ⊗ µ. Other Triggers for pedestal
measurement and for the laser monitoring system were used between beam
spills.

We used two different HV settings:

• normal HV setting (1.23–1.29kV) for energy measurements up to 80GeV
and

• low HV setting (1.13–1.19kV) for energy measurements up to 160GeV.

To read-out the PMT signals from the calorimeter, we used front-end elec-
tronics from the CERN experiment WA98[129].

A.2 Analysis

The deposited energy in each tower is calculated by multiplying the ADC
count by a calibration factor, C(t) (GeV/count). The calibration factor has
time dependence. We parameterize the time dependence by an initial gain
factor, G (GeV/count), and a gain drift, D(t); C(t) = G × D(t). The time
dependent factor, D(t), is defined to be 1 at the time of the muon calibration
run.

The ADC count is derived from low and high gain ADCs which are de-
signed to cover the wide dynamic range. We examine the ratio of the high
gain to the low gain for each event. We find 1% difference between the ra-
tio in electron events and in laser events. We obtained the ratio in electron
events for the 40 towers which have hits in the electron beam data. For
the other towers, we measure the ratio with the laser trigger events. These
towers have only a small contribution to the electron energy measurement,
hence have small effect on the energy measurement. The average value of
the ratio is 7.8. The ADC value is derived from the low gain ADC when the
low gain ADC is larger than 90 counts. We also confirm no time dependence
of the ratio during whole run. The systematic error caused by the ratio is
less than 1%.

The gain for each tower is adjusted by using muons. In order to identify
muons, the following selections are applied:
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1. The tower which has the largest energy deposit in all towers must have
more than 80% of the energy sum of all towers.

2. The number of towers which have energy deposit more than 130MeV
must be zero or one.

When a muon beam penetrates one tower longitudinally, the most prob-
able energy deposit is about 300MeV. The first selection requires that there
are some hits which make a peak on that tower. The second selection re-
quires the peak is caused by a minimum-ionizing single particle and rejects
background from electrons and multi-hits.

After the muon selection, we have more than 100 muons in each of the 40
towers. We adjust gains of these 40 towers so that the MIP peak position is
at the same energy. The peak position is determined to a precision of 2–3%.
In order to improve the precision and to obtain the gain factor for the other
towers, we use electrons. The remaining errors of tower-by-tower adjustment
is 3% in total. These errors are statistical ones. The systematic errors are
smaller than these. The absolute value of the gain factor is obtained at the
electron beam energy of 20GeV. The average value of the gain factor is 110
(count/GeV).

The time dependence of the gain is obtained using laser calibration sys-
tem. The time variation of the laser amplitude is less than 3% reflecting the
stability of the laser output. To monitor the fluctuation of the laser out-
put, we use a truncated mean of the laser amplitude from 144 towers. The
obtained gain drift works reliably over periods of order a few hours. The
gain drift between several sets of run period is normalized by using the beam
energy of 20GeV in each run period. The accuracy of the beam energy is 1%
at 15GeV[130].

In this analysis, the total deposited energy is defined as a sum of energies
in the 5× 5 towers centered on the tower with the maximum energy deposit.
The total energy is corrected by a position dependent factor. The upper-
left figure of Fig.A.2 shows the position dependence of the energy sum in
5 × 5 towers for the 20GeV electron beam. In this figure, the coordinate
(X, Y ) shows position in one tower obtained by the DWC. The position
(0, 0) presents the center of the tower and (1, 1) presents the edge of the
tower. The position dependence is fitted as shown in the upper-right figure
of Fig.A.2 by the following formula:

1 + a × (X2 + Y 2) + b × (X4 + Y 4) + c × X2 · Y 2 . (A.1)
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We obtain the best fit with the following parameters:

a = −0.3079

b = +0.3643

c = −0.02894 .

We use these parameters to correct for the position dependence. The lower-
left figure shows the deviation of the energy sum from the hit position de-
pendence and the lower-right figure shows a projection of the deviation. The
deviation is 0.5% of the energy sum. The systematic error remaining after
the position dependence correction is evaluated to be 0.5%.

A.3 Restults

We measure the energy resolution, linearity and position resolution of the
PHENIX EMCal in the test beam at CERN as discussed in Section 2.4.2.
For the PbSc, we obtained energy resolution of

σE/E = 1.2% +
6.2%√
E(GeV )

= 2.1% ⊕ 8.1%√
E(GeV )

,

and position resolution of

σx(mm) = 1.4(mm) +
5.9(mm)√
E(GeV)

.

We obtain the energy linearity with the systematic error of ≈2%, which meets
our requirement.
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Figure A.2: (Upper-left) Position dependence of the 5 × 5 energy sum for
the 20GeV electron beam, where (X, Y ) shows a hit position obtained by the
DWC. (Upper-right) Fitted hit position dependence. (Lower-left) Deviation of
the energy sum from the fitted position dependence (Lower-right) Projection
of the deviation.



Appendix B

Discussion of Energy
Resolution

The constant term of the energy resolution obtained by analyzing the E/p
width in the electron sample is 4.7% as described in Formulae 3.2. The
observed pT of the electron sample is up to 3 GeV/c. The energy resolution
obtained by E/p width is consistent with that determined by the π0 width
in the lower pT where the uncertainty of the other source like the position
resolution is negligible. It means that two independent measurements of
the energy resolution are consistent in the lower pT region. The measured
constant term of 4.7% is worse than the expectation of 3.0% as described
in Section 2.4.3. In this subsection, we discuss the possible source of the
worsened resolution.

Gain Drift Figure B.1 shows the MIP energy as a function of the run
number in the six PbSc sectors.1 In all sectors, the run dependence of the
MIP looks pretty flat. Figure B.2 shows the projection on the y-axis of
Figure B.1. The gain drift of the each sector is smaller than 1% based on
fitting the distributions in Figure B.2 with a gaussian.

MIP Higher Order Correction When we calibrate the energy tower-by-
tower, the MIP energy of a cluster is used to calibrate the central tower. The

1The figures are not obtained from the final version. The only difference from the final
version is that the absolute energy calibration (a factor of -2.5% on average) is not applied,
so the observed gain drift is still valid.
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Figure B.1: Energy of the MIP peak as a function of run number for the
six PbSc sectors. The data aren’t from the final version of correction which
differ only by an overall energy scale correction of -2.5% on average.
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Figure B.2: Distribution of the run dependence of the MIP energy in the six
PbSc sectors. The data are not determined from the final version of correction
which differ only by an overall energy scale correction of -2.5% on average.
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central tower is defined in the way that the measured energy of the central
tower is largest in all the towers in the cluster. If a charged particle penetrates
the EMCal with a maximum angle of 20◦ in the PHENIX configuration,
two or three towers would be activated and clustered. On average, 60%
of the total energy in the cluster is detected in the central tower. For the
completeness, the MIP correction should be applied in an iterative fashion.
However, we only do it once and apply this result to the data. So, the
higher-order components of the correction remains uncorrected.
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Figure B.3: Distribution of MIP energy for the 2592 towers in the W0 sector
for each higher order of the MIP correction. The initial distribution obtained
from the data is the black solid line. The distributions after the second, third,
and fourth order corrections are shown in red dashed line, green dotted line,
and blue dash-dotted line, respectively.

Figure B.3 shows the distribution of the tower’s MIP energy after applying
the higher order components from the 1st to the 4th in the W0 sector. The
figure shows that the MIP distribution becomes narrower as higher order
corrections are applied. The width after applying the 4th order correction is
1%. In this analysis, the 1st order correction has been applied. The width
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of the 2nd order correction, which reflects the remaining imperfection in the
calibration, is 3%.

For 2% of the towers in addition to the dead towers as discussed in Sec-
tion 3.3.1, it is not possible to fit the MIP distributions with a gaussian as
needed to obtain the position of the MIP peak. We conclude that these 2%
is the error on the procedure to determine the dead map. Thus, these matter
is incorporated into a systematic error as described in Section 3.5.

Angle Dependence When determining and applying the MIP calibra-
tion to the data, it is assumed that the position dependence of the MIP
peak arise only from the variation in the incident angle as shown in Formu-
lae 3.1. This assumption is not strictly correct because of: (1) differences
in the background shape coming from hadronic shower as mentioned in Sec-
tion 3.3.2, and (2) the energy threshold (10 MeV) in the clustering algorithm.
To estimate the uncertainty arising from them, the single particle GEANT
simulation for charged pions is performed.

Figure B.4 (A) shows the distribution of the measured energy (Eclus in
Formulae 3.1) for charged pions incident on the calorimeter at several differ-
ent angles. As extracted from these plots, Figure B.4 (B) shows the angle
dependence of the position of the peak. In this figure, the black solid line
shows the expected trend if the above assumption is true, and the red dotted
line shows a fit of the points to a product of the expected trend and a first
order of polynomial. The χ2 of the fit is quite reasonable, so we conclude
that the deviation from the assumption is 1% at the maximum.

Summary of All Effects From these four studies, we conclude that the
various contributions to the energy resolution are:

• gain drift 1%,

• MIP higher-order correction 3%,

• angle dependence 1%, and

• intrinsic resolution 3%.

When summed in quadrature, these contributions result in a 4.5% energy
resolution which is consistent with the observed value of 4.7% for E/p in the
electron sample as noted in Formulae 3.2.
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Figure B.4: (A)Energy distribution by charged π in the single particle
GEANT simulation for different angles of incident where 0◦ is defined as
the orthogonal to the face of the calorimeter. In each plot, the peak posi-
tion of the MIPs has been fit with a gaussian. (B)Angular dependence of
the position of the MIP peak relative to the position for normal incident The
black solid line shows the expectation for the case where the measured energy
depends on the incident angle only as a result of the variation in the path
length through the calorimeter. The red dotted line shows a fit to the prod-
uct of a first order of polynomial function and the expectation for the above
assumption.



Appendix C

Contribution of Hadron Decay

A source for albedo is decays of other hadrons produced in the collision to
π0’s. As discussed in Section 3.8, the contribution is not corrected in the
data. In this appendix, the detail of the estimate is shown.

To estimate these contributions, the GEANT [109] simulation with an
initial sample obtained from the PYTHIA [112] simulation. The PYTHIA
v5.720/JETSET v.7.408 is used to generate the event sample. The detail
settings are same as described in Section 3.8.1. From the GEANT simulation,
the ratio of the selected π0’s and all π0’s is determined to isolate π0’s from
hadron decays using the criteria of (1) the particle is photon, (2) the parent
of the photon is a π0, and (3) the grandparent of the photon, i.e. the parent
of the π0 is either a Ks

0 or an η. The both invariant mass spectrum of selected
and all π0 are fitted as described in Section 3.4 to extract the raw π0 yields.
The ratios of the selected π0 and all π0 represent the contribution of decays
from η and Ks

0 . The ratios result in 1–3% for K0s and 2–4% for η at pT

between 0.7 and 1.4GeV/c. In both cases, the effects are small.
As a precaution, we examine world data to verify that the results from

the PYTHIA are reasonable. Figure C.1 shows the existing measurements
of Ks

0 [131] and (h+ + h−)/2 [132] cross sections from the UA1 experiment
at

√
s=630 GeV. The data in this figure are fit to the following power-law

formula [114]:

E · d3σ/dp3 = A · (p0
t )

n/(pT + p0
T )n .

The charged average cross section (σ(h++h−)) is scaled by 1/1.6 to estimate
the σ(π++π−)/2 cross sections. Figure C.2 (A) shows a comparison of the ratios
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between σKs
0

and either σπ0 or σ(π++π−)/2 cross sections obtained from the
PYTHIA, measured by UA1, and measured by UA5 [133] at

√
s=540 GeV.

Both the measurements and the PYTHIA prediction are consistent and show
a strong pT dependence. The PYTHIA prediction shows its maximum of 0.35
at pT of 3 GeV/c followed by a steady decrease in the higher pT .

Figure C.2 (B) shows the ratio of ση to σπ0 at
√

s = 63 GeV [134]. Both
the measurement and the PYTHIA prediction are consistent. This ratio
looks flat 0.45 in the pT region of more than 2 GeV/c.
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Figure C.1: Invariant cross section of charged hadron production (closed cir-
cle) [132] and K0

s production (open square) [131] from the UA1 collaboration
at

√
s of 630GeV with fitting results.
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Figure C.2: (A)Comparison of the ratio of K0s to (π+ + π−)/2 and π0 from
available data from UA5 [133] and UA1 [131] as shown in Figure C.1 with
the results from the PYTHIA simulation. (B)Comparison of the ratio of η to
(π+ + π−)/2 and π0 from available data by AFS [134] with the results from
the PYTHIA simulation.

We don’t investigate the
√

s dependence of the η/π0 and Ks
0/π

0. Both
the ratios for both η and the Ks

0 in the PYTHIA simulation are consistent
with the measurements in the measured range of pT . For further consistency
check, the kinematic acceptance of π0 from the decay of η and Ks

0 are shown
in Figure C.3 as the measured ratio of π0 from the decay and all π0. The
estimated contribution is 3-6% in our pT range which, within the statistical
error, is consistent with the GEANT simulation with an initial sample from
the PYTHIA in the measured range of pT .
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Figure C.3: Ratio of π0 from η and Ks decay obtained by the FastMC to
the initial π0. The ratio of the initial η/π0 and Ks/π0 is taken from the
PYTHIA simulation of p+p collisions at

√
s of 200GeV. The sum of both at

pT of more than 1GeV/c is less than 6%.



Appendix D

Compilation of Other Results

In this chapter, we explain how to obtain the weighted mean pT of the result
from the E706 collaboration. Then the inclusive differential cross section
of π0 are shown for their different

√
s from 20GeV to 540GeV from other

experiments as discussed in Section 4.2.

Weighted Mean pT The π0 measurement from the E706 collaboration is
shown in their paper [64] with their pT bin, i.e., the minimum and maximum
value of pT bin. To compare the measurement of π0 production by E706 and
an NLO pQCD calculation, and to deal with them with the other results in
a same way, it is convenient to obtain the weighted mean pT for each pT bin.
In this section, the way to obtain the weighted mean pT is described.

Figure D.1 shows the results of the π0 measurement by E706 at the beam
momentum of 530GeV and 800GeV The power-law formula, f(pT ) = c(1 +
pT /p0)

−n [114] is used to fit them and the results are also shown in the figure.
the weighted mean ([pT ]) for the pT bin ((pT1, pT2) is defined as

[pT ] ≡
∫ pT2

pT1

(pT × F (pT ))/F (pT ) ,

where F (pT ) = pT · f(pT ).
these fitting and the calculation of the weighted mean pT need to be done

in an iterative way. In this work, the procedure is done only once and the
weighted mean pT is obtained.

Comparison of Other Results Figure D.2 shows the
√

s dependence of
the differential cross section from 20GeV to 540GeV. Only the statistical
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Figure D.1: Differential cross section of the π0 by the E706 collaboration [64]
at the beam momentum of 530GeV (

√
s = 31.5GeV) (up triangle) and

800GeV (
√

s = 38.7GeV) (down triangle) with the results of a fitting by
the power-law formula, f(pT ) = c(1 + pT /p0)

−n.

errors are shown in the figures. The data by E706 at
√

s = 31.5GeV and
by CCR at

√
s = 62.4GeV show larger values than others systematically.

All the data are sitting within several order magnitude difference for each
other, which difference can be easily explained by their systematic error. The
obtained result in this work is labeled as PHENIX. We summarize the all the
experiments and the reference in Table D.1.

Comparison with an NLO pQCD Calculation Figure D.3, Figure D.4,
and Figure D.5 show ratios of all the results ,which covers the wide

√
s range

from 20GeV to 540GeV, to the pQCD calculation with the scale of µ = 1/2pT .
The systematic and statistical errors are added quadratically and shown in
the ratios.



APPENDIX D. COMPILATION OF OTHER RESULTS 126

)c(GeV/Tp
0 2 4 6 8 10 12 14 16

)3 c
-2

 (
pb

G
eV

3
/d

p
σ3

E
d

10
-2

10
-1

1

10

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

=23.6GeVsEggert et.al. 

=23.5GeVsCCRS 

=23.5GeVsCCR 

=22.9GeVsWA70 

)c(GeV/Tp
0 2 4 6 8 10 12 14 16

)3 c
-2

 (
pb

G
eV

3
/d

p
σ3

E
d

10
-2

10
-1

1

10

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

=30.8GeVsEggert et.al. 

=30.6GeVsR806 

=31GeVsR110(BCMOR) 

=30.7GeVsR108(CCOR) 

=30.6GeVsCCRS 

=30.6GeVsCCR 

=31.5GeVsE706 

)c(GeV/Tp
0 2 4 6 8 10 12 14 16

)3 c
-2

 (
pb

G
eV

3
/d

p
σ3

E
d

10
-2

10
-1

1

10

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

=45.1GeVsEggert et.al. 

=44.8GeVsR806 

=44.8GeVsCCRS 

=44.8GeVsCCR 

(A) (B) (C)

)c(GeV/Tp
0 2 4 6 8 10 12 14 16

)3 c
-2

 (
pb

G
eV

3
/d

p
σ3

E
d

10
-2

10
-1

1

10

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

=53.2GeVsEggert et.al. 

=52.7GeVsR806 

=53GeVsR702 

=53.1GeVsR108(CCOR) 

=52.7GeVsCCRS 

=52.7GeVsCCR 

)c(GeV/Tp
0 2 4 6 8 10 12 14 16

)3 c
-2

 (
pb

G
eV

3
/d

p
σ3

E
d

10
-2

10
-1

1

10

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

=62.9GeVsEggert et.al. 

=63GeVsR807(AFS) 

=62.8GeVsR806 

=62GeVsR702 

=62.4GeVsR108(CCOR) 

=62.4GeVsCCRS 

=62.4GeVsCCR 

)c(GeV/Tp
0 2 4 6 8 10 12 14 16

)3 c
-2

 (
pb

G
eV

3
/d

p
σ3

E
d

10
-2

10
-1

1

10

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

=540GeVsUA2 

=200GeVsPHENIX 

(D) (E) (F)

Figure D.2: Compilation of the inclusive π0 production at
√

s of around
(A)20GeV and (B)≈ 30GeV. (A)≈ 40GeV, (B)≈ 50GeV, (C)≈ 60GeV,
and (D)more than 100GeV. Only the statistical errors are shown.
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Machine Coll- Experiments Pub.
√

s pt [R]/
sion Year [GeV] [GeV/c] [U]

ISR p + p SS [46] 1973 23.2-52.7 1-2.5 [U]
Eggertet al. [49] 1975 23.6-62.9 0.5-7.6 [R]

CCR [47] 1973 23.5-62.4 2.5-9.0 [U]
CCRS [48] 1975 23.5-62.4 2.5-7.5 [R]

R702 (CSS) [50] 1978 53,63 5.3-16.5 [U]-η
R108 (CCOR) [51] 1978 30.7-62.4 3.7-13.7 [U]
R110 (BCMOR) [52] 1987 31 3.4-8.4 [U]
R806 (ABCS) [53] 1979 30.6-62.4 3-10 [R]

1979 52.7-62.4 7-15 [U]-η
R807 (AFS) [55] 1983 63 4.8-11.4 [R]

SPS fixed p NA24 [58] 1987 23.7 1.3-6.0 [R]
WA70 [59] 1988 22.9 4.0-6.5 [R]
UA6 [60] 1998 24.3 4.1-7.7 [R]

Spp̄S p + p̄ UA2 [61] 1982 540 1.5-4.4 [R]
1985 540 5.8-14.5 [U]-ηγ

FNAL fixed p E268 [62] 1976 13.6-19.4 1.0-5.0 [R]
E704 [63] 1996 19.4 2.5-4.1 [R]

Tevatron fixed p E706 [64] 2003 31.5,38.7 1-10 [R]

Table D.1: List of π0 measurement at pseudo-rapidity≈0. The last column
represents two photons from π0 are [R]resolved or [U]unresolved. When the
contribution of η and direct-γ are corrected in the case of the unresolved π0,
(-η) or (-γ) are shown in the column.
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Figure D.3: Ratios of the inclusive π0 cross section at
√

s of ≈ 20GeV and
≈ 30GeV to an NLO pQCD calculation with the scale of µ = 1/2pT . The
systematic and statistical errors are added in quadrature and shown in the
ratios.
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Figure D.4: Ratios of the inclusive π0 cross section at
√

s of ≈ 40GeV and
≈ 50GeV to NLO pQCD calculation with the scale of µ = 1/2pT . The
systematic and statistical errors are added in quadrature and shown in the
ratios.
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Figure D.5: Ratios of the inclusive π0 cross section at
√

s of ≈ 60GeV,
200GeV, and 540GeV to NLO pQCD calculation with the scale of µ = 1/2pT

for
√

s < 100 and µ = pT for
√

s > 100. The systematic and statistical
errors are added in quadrature and shown in the ratios.
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